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1 The Model

Our goal is to explain and predict the number of critical-condition patients in a given day ¢
due to covid-19, using data on newly confirmed cases in the days prior to day .

Denote a time interval with covid-19 outcomes on which we focus by 7. Denote the
number of critical patients in day ¢ € 7 by V;. Becoming critically ill is an uncertain
outcome for those who are newly confirmed with covid-19. To formalize this uncertainty,
define the probability that a newly confirmed patient would be in a critical condition at day
T after confirmation as py. Suppose that this probability becomes effectively zero when T is
larger than a threshold 7', as a newly confirmed patient either becomes critical or not within
a limited time interval, and those who become critical patients eventually either recover
or die. This leaves us with positive probabilities only up to this maximum-relevant—time-
window threshold. Denote the number of newly confirmed patients in day ¢t € 7 by I,
and the vector of numbers of newly confirmed patients on ¢ and the relevant previous days
I, = (It, "'7[t77)'

Based on the critical-condition probabilities, the number of newly confirmed patients in
day t — T who are critical in day t, i.e., the contribution of day ¢t — T to the number of
critical patients in day ¢, is a random variable V; ;_p. This random variable has the following

expectation conditional on [;_7:
E(Vii-rlli-1) = pelt—r.

The total number of critical patients in day ¢ is the sum of these random variables with



pT>Oa

T
V=2 Vier.
T=0

Therefore: _
T

Vi= ZPTL:—T + &5 (1)
T=0

where ¢, = Z?:o (Vii—r — prli—7) is a random variable equal to the sum of deviations of

the random variables V;,_p from their expectations. Therefore
E (815’115) = 0

holds by definition in the period of interest. Equation [1|shows a linear relation between the
number of critical patients in day ¢ and the numbers of newly confirmed patients in prior

days, given a mean-zero error term.

1.1 An ideal regression model

Set the time interval of focus as the sampling period, 7 = Fample. The model in equation
can be estimated using a Generalized Least Squares (GLS) regression, and since by definition
E (&¢|]I;) = 0, each pr is an unbiased and consistent estimator of the probability pr relevant
to the sampling period. Since the error terms may be serially correlated, a non-trivial error
matrix needs to be chosen to obtain reliable estimates of the standard errors (see details in
the empirical section).

The sample-relevant pr probabilities take into account all the factors contributing to the
uncertainty of being in a critical condition in the sample—variation in tests and diagnoses
(e.g., who is tested, test quality), variation in confirmed-infected populations (e.g., outbreaks
among different demographic groups), variation in the virus’s behavior, all sorts of measure-
ment errors, and so forth—and provide an aggregate representation of this uncertainty. The

estimated pr’s are interpreted as the empirical probabilities relevant to the sampling period.

1.2 The benchmark regression model

In practice, due to data constraints, we have to limit the length of the relevant time window
T. This means that when estimating the model we omit some lagged I,_p variables with
pr > 0. Suppose now that pr > 0 is allowed for some T > T values. Since the I,_; variables

with 7 < T may be correlated with those with 7' > T, estimates are potentially biased now



(due to omitted variable bias).
To understand this bias, define V, oo = > ;o7 Vie—r and Iy oo = > o7 Li4—7. Define the
overall probability that a patient who is newly confirmed in one of the days prior to T is

critical in day t by ps. Therefore

Poo = Itoo ZpTlt T

T>T

and it follows that E (V} co|lt.00) = Poolt.co- Begin with the full model with all time lags:

Vi =Y prlir + peolioo + &1 (2)

T=0
where & = &1 + (Vioo — Pooltoo) and E (& (It, I1 o)) = 0. It follows that &; is uncorrelated
with the relevant numbers of confirmed-infected patients: E (£,I;) = 0. Now suppose that
I; « is potentially correlated with each I;_7 variable for 0 < T < T, such that the following

linear projection can be estimated based on the sample:

T
Iino =B+ Z yrli—7 + vy,

where F (1,1;) = 0. The constant § is the best within-sample prediction of the part of I;
that is not captured by the correlations. In the extreme (and unlikely) case of no correlations

3 is just the sample mean of I; .. Substituting in equation [2| we derive

T
= PeeB+ D (07 + Poo¥7) T + (Dot + 1) -
T=0

Denote

« :pooﬁa
T = Pr + Poo VT,

and e; = pooy + €. 1t follows that E (e;I;) = 0. Therefore, estimating the regression model

T
‘/;g :a+Z7TT]t—T+6t (3)

T=0

provides consistent estimates for o and 7.

The estimated 77’s can no longer be interpreted as proxies of the critical-condition prob-



abilities pr in the sampling period. Instead, they now overestimate or underestimate these
probabilities, depending on the relation between the number of confirmed infections I, _r
and the omitted number of confirmed infections /., and on the aggregate probability of the
omitted confirmed infections to be critical patients at day t, ps. Assuming that the serial
correlation of confirmed infections diminishes with the time gap between two days, this bias
should be the most severe for the T values closest to 7. The bias should decrease when a
larger T is chosen.

The estimated & is interpreted as a proxy for the mean number of patients inside the
sampling period who are critical beyond T days after confirmation, which is not already
explained by the I, r variables based on their correlation with /. A large sample and a
sufficiently large T should yield & close to zero, but estimating & close to zero does not
necessarily indicate that we account for a large enough T. (It could mean, for example, that

the autocorrelation of the confirmed infections time series is strong.)

Does the model make sense inside the sampling period? We now turn from iden-
tification issues to the more important question in our context: does the model of fized
probabilities pr (plus a constant) provide an accurate representation of reality, or an inac-
curate abstraction? This question is important both if the model is estimated with biases or
without them.

When examining the value of the model inside the sampling period, we focus on R?, on
the residuals and on &. An R? close to 1 and a non-systematic pattern of residuals suggest a
large explanatory power of the model. An estimated parameter & close to zero, relative to the
typical numbers of critical patients in the sample and assuming imperfect serial correlation,
suggests that the average number of beyond-T critical patients is small, and supports the
modeling choice of T. (A larger & would suggest that lagged I,_7 variables with T > T

should be added to improve the model’s accuracy.)

Does the model make sense outside the sampling period? The necessary assump-

tion for the model to hold outside the sampling period is the following.

Conjecture 1. The probabilities 7 (0 < T < T) estimated inside the sampling period are

relevant outside the sampling period.

Naturally, there are many examples that fail this assumption. They are discussed in
the next section. However, a good performance of the model inside a long sampling period,
according to the above criteria, would be encouraging for out-of-sample predictions: it would

suggest that the variation of the pr’s over time was not significant in the past, and that a



model of fixed probabilities may not be a bad approximation. Specifically, in the few days
just after the sampling period, a well-performing model inside the sample is likely to be good

out of sample as well, assuming that changes are unlikely to occur suddenly.

1.3 A more practical version of the model

In the absence of enough data, decreasing the model resolution to avoid overfitting may
be necessary. The model can be rewritten using n-size chunks of lagged new confirmed
infections, and using a weighted sum of critical-condition probabilities when looking forward

from these chunks:

T
EWIL) = prir
T=0

3 1
= Z Prrin-1 (L + L1+ oo+ Lorni1)

TE{O,n,2n,‘..,Tfn}

n—1
> PT.T+n-1 (% > Ith') , (4)
i=0

re{omn,2n,...,T-n}

where
n—1

] - I 7
Prr4n-1 = E T~n-17 7 PT—z’
i=0 n Lui=0 “t=T—1
is a weighted sum of critical-condition probabilities. Based on this more practical version we

can estimate a regression model similar to |3} in which the explanatory variables are averages

of lagged confirmed infection rates in chunks of n days,

n—1
. 1
Vi=a+ Z T, T+n—1 (ﬁ Z [th') + e
T—n} =0

re{0n,2n,.

The model is interpreted similarly to before.

2 Prediction Caveats

The next examples illustrate how a model of fixed pr probabilities may leave out important

parts of reality, diminishing its explanatory and predictive power.



The end of an outbreak (a mechanical caveat). A mechanical population change
emerges as we approach the end of an outbreak: since there are few new confirmed infections,
the sample of critical patients consists increasingly of patients who are more likely to remain
critical long after being confirmed. A positive constant is expected to be estimated to account

for these critical patients numbers, and the model’s explanatory power diminishes.

Changes in the virus’s behavior. The virus might change its behavior over time. For
example, it might lead to more severe outcomes in the winter than in the summer. Suppose
for simplicity that people are confirmed as infected both in the winter and the summer in
similar rates, but that critical condition is more likely during winter. In that case extrapola-
tion between seasons is impossible—the model will overestimate the out-of-sample number
of critical cases in the summer based on a winter’s in-sample data, and underestimate this
number in the winter based on summer data. Even if one has data for an entire year, in-
sample predictions will be biased by season despite being unbiased on average—predictions
for either the summer or winter will be the average of the two seasons, missing the true
values. Technically, the model is misspecified: instead of including a single set of critical-

condition probabilities {pT}§:0= it should at least include two sets for the different seasons

{psummer,T};zg 3 {pwinter,T};zo .

Changes in the infected population. The population attacked by the virus might
change over time. For example, a first wave of people confirmed as infected may include
mainly young and healthy people who just returned from a ski vacation in Italy, while a
second wave may include mainly old people in nursing homes, where the virus is able to
rapidly infect many people. Suppose for simplicity that in the beginning of the outbreak
only young and healthy people are infected, while in the end of the outbreak only old and ill
people are infected. In that case extrapolation from a the young-period to the old-period is
impossible—it will underestimate the old people’s outcomes. And again, even if both peri-
ods of the outbreak are covered by the data, in-sample predictions will be off despite being
unbiased on average. The model is in that case again misspecified: instead of including on
a single set of critical-condition probabilities {pT}?:O, it should include at least two sets for

the different populations {pyoung,T}?:O’ {pold,T};zo.

Changes in testing and diagnosing the population The population diagnosed and
confirmed as infected might change over time. For example, in the beginning of the outbreak,
when people are still unaware of the virus and its symptomes, it is possible that only people

with severe conditions get tested and classified as infected, and those, by nature, have dif-



ferent critical-condition probabilities than people with mild symptoms. This might happen
in the end of an outbreak as well: when public discipline looses, people with mild symptoms
may become less worried about the virus and avoid being tested, tilting the probabilities
again. Conversely, if the Health Ministry starts doing random tests and identifying much

more people with mild symptoms than before, the probabilities are tilted the other way.

Changes in treatment practices. Doctors may decide, whether as a part of a large-scale
policy or as independent judgments, to treat severe-condition patients differently over time.
For example, when experiencing a steep increase in patient numbers, decisions about critical
condition may be more prudent in order to save space for later patients. When the number
of patients is decreasing and the outbreak is considered under control, the alternative cost of
defining one patient as critical is low, and critical situation may last longer to keep patients

out of danger.

3 Data and Design

In order to examine the possible connection between newly confirmed patients and future
critical cases, we use publicly available data provided by the Israeli Ministry of Health,
hereafter MOH. The MOH website updates a historical dataset on a daily basis[[] The dataset
contains complete information of the daily cumulative number of confirmed patients and the
daily number of critical patients, from the beginning of the covid-19 outbreak (January 26,
2020) up to a week before the current date. The dataset we use was retrieved on July 5, 2020
and contained complete data up to June 28, 2020. Since almost all observations prior to
March 1, 2020 contained no newly confirmed cases and no patients in critical condition, and
in order to be consistent with our results from May 17, 2020, we omitted those observations.

The MOH also maintains an interactive dashboard of the current overview for the covid-
19 situationE] This dashboard is updated 3 times a day and contains the number of newly
confirmed patients for each day in the past month. The dashboard is used to get the number
of newly confirmed patients in the dates between June 29, 2020 up to July 4, 2020, which
are not covered by the historical dataset. However, the dashboard does not include full data
about the number of critical patients in those dates. To get these numbers, we use recent
snapshots of the dashboard, which are regularly uploaded by the MOH to their Telegram

account E’E

Thttps:/ /govextra.gov.il/ministry-of-health /corona/corona-virus/

https:/ /datadashboard.health.gov.il/COVID-19/7utm_source=go.gov.il&utm_medium=referral
Shttps://t.me/MOHreport

4Comparing the dashboard to the historical data reveals that the dashboard is mostly accurate towards


https://govextra.gov.il/ministry-of-health/corona/corona-virus/
https://datadashboard.health.gov.il/COVID-19/?utm_source=go.gov.il&utm_medium=referral
https://t.me/MOHreport

Using these sources we were able to construct 126 observations of critical patients and

newly confirmed patients, which span from March 1, 2020 to July 4, 2020.

Demographic Data

We later also examine the possible connection between the number of newly confirmed elderly
patients and the future number of critical-condition patients. We define elderly as being
above 60. We use another dataset publicly provided by the MOH, which specifies the weekly
number of observations in each combination of gender (Male, Female, Null) and age group
(0-19, 20-24, 25-29, 30-34, 35-39, 40-44, 45-49, 50-54, 55-59, 60-64, 65-69, 70-74, 75-79, 80+,
Null) E] The dataset spans from March 15, 2020 to June 27, 2020. Since the age and gender
of a newly confirmed patient is considered private, there is an important caveat in this
dataset: when the number of observation in a given (gender, age) combination is between 1
and 14 inclusive, the only information provided is the number being “< 15”. Due to these
limitations of a weekly resolution and missing numbers, we can only create a rough estimate
for the daily share of the elderly out of the newly confirmed . We do so by applying the

following procedure:

1. In any (gender, age) combination in which the provided number is “< 157, and in
which gender is “Null”, we assign the number 0. We do so as we suspect that the actual

number is close to zero.

2. In any (gender, age) combination in which the provided number is “< 15”7, and in
which gender is either “Male” or “Female”, we assign the number 4. The number 4 is
the constant number for which the sum of newly confirmed cases, summed across all
combinations and across all this dataset (March 15, 2020 to June 27, 2020), resembles
the comparable number of total newly confirmed patients in the historical dataset
provided by MOH.

3. We assume that the number of newly confirmed patients above 60 in the “Null” groups

1S zero.

4. We calculate the weekly share of the number of elderly out total number of all (gender,

age) combinations, and apply it for each day of a given week.

This procedure creates a rough estimate for true share of the elderly out of the newly con-

firmed patients. Most of the missing data is from May, hence our numbers of newly confirmed

the end of the day. Hence used the most recent daily snapshot for each day. Each day’s most recent snapshot
is always from later than 17:00.
Phttps://data.gov.il/dataset /covid-19/resource/89f61e3a-4866-4bbf-bcc1-9734e5fee58¢e?inner


https://data.gov.il/dataset/covid-19/resource/89f61e3a-4866-4bbf-bcc1-9734e5fee58e?inner

elderly patients for this month are less accurate than the rest of the data. However, this is
closely related to the fact that there were small overall numbers of new infections in May.
Therefore the effect that the missing data has on predicted numbers of critical-condition
patients is limited.

To complete the dataset up to July 4, 2020, we also use a daily report from July 5, 2020
published in the covid-19 national info center Websitdﬂ The report includes a cumulative
bar diagram for the daily distribution of newly confirmed patients by age groups (0-19, 20-
39, 40-59, 60-79, 80+, Unknown) spanning from June 20, 2020 to July 4, 2020. This bar
diagram shows the share of the age groups (0-19, 20-39, 40-59) among the newly confirmed
patients, which are used to complete the dataset in the dates June 28, 2020 to July 4, 2020.
A technical difficulty is that the shares of “Unknown” patients are not detailed inside the
diagrams. These are small shares relative to the entire diagram and we assign the constant
number of 3% to represent them, as the share of the “Null” groups in the weekly dataset
above, for the last available week, is also roughly 3%.

By combining these two data sources we have 112 daily estimates for the share of the
elderly out of the newly confirmed patients, spanning from March 15, 2020 to July 4, 2020.
We use this estimate, combined with the daily number of newly confirmed patients, to create

the estimated daily number of newly confirmed elderly patients.

4 Estimation Results for Israel

4.1 Basic Model Estimation: March 1 — May 17

In order to be consistent with our work from May 17, 2020 , we use data up to May 17, 2020
(78 observations), to estimate a set of linear regressions based on the more practical version
of the model, in which “Critical” at time period t is the dependent variable and the average
newly confirmed cases between two previous dates serve as a set of independent variables.
The results are described in Table 1. For example, the first variable in the following Table
1, “Day 0 to Day —4” is the average number of newly confirmed cases between time periods
t and t — 4.

We chose T = 19 days and n = 5 days mostly to keep the degrees of freedom limited. The
full model in column (5) is estimated with an R* = 99%, which indicates that the dynamics
of critical-condition numbers in the existing sampling period is explained extremely well with
our four regressors. The good fit suggests that a simple model of fixed probabilities does

well within the sampling period we use. As discussed above, such a good performance of

Shttps://www.gov.il/he/departments/publications/reports/daily-report-05072020


https://www.gov.il/he/departments/publications/reports/daily-report-05072020

Table 1: Basic Model Estimation: March 1 to May 17

Newly Confirmed During: (1) (2) (3) (4) (5)
Day 0 to Day —4 0.19 0.02
(0.06) (0.01)

Day —5 to Day —9 0.25 0.07
(0.04) (0.01)

Day —10 to Day —14 0.26 0.12
(0.02) (0.01)

Day —15 to Day —19 0.19 0.08
(0.02) (0.01)
Constant 47.82  37.84 3894 60.64 33.73
(24.00) (15.78) (6.99) (15.31) (4.53)

Observations 74 69 64 59 59
R? 0.41 0.76 0.94 0.62 0.99
Adjusted R? 0.40 0.75 0.93 0.62 0.98

Notes: OLS regressions. Dependent variable: critical patients at time period ¢. Independent variables:
average daily confirmed cases in 5-day periods. Standard errors (in parenthesis) are adjusted using the
Newey-West method for addressing autocorrelation and heteroskedasticity, with an autocorrelation

parameter of maximal lag defined as 19 days.

the model over this period is encouraging regarding its predictive power for future outcomes
but—as also discussed above—any extrapolation would crucially rely on assumptions that
only future data could confirm or reject. Caution is therefore required (see next subsection).

The first figure in the main text up to May 17 visually shows the fit of the model.

4.2 Prediction: May 18 — July 4

To test the predictive power of the model, we try to predict critical-condition numbers
after May 17, 2020 using the estimation results from above. The first figure in the main
text shows the goodness of fit of the model in the period beginning in May 18, 2020. The
model fails to predict this additional period, and systematically overestimates the number of
critical patients by a factor which grows to approximately 2 towards the end of the period.
This may suggest that the critical-condition probabilities systematically decrease between
the first wave of covid-19 spread and the second wave. Possible reasons for such a change
were discussed in Section 2] We suggest that the model’s predictions can still be used as an
upper-bound of true critical-condition outcomes, under the assumption that the underlying

probabilities indeed systematically decreased.
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4.3 Re-estimating the Model: March 1 — July 4

The previous results suggest that a model of fixed critical-condition probabilities cannot
account for all the variation in the data, a concern raised in Section [2 To test the extent to
which this concern is true, we re-estimate the model based on the full dataset we have. The

results are described in Table 2 and the next figure.

Table 2: Second Model Estimation: March 1 to July 4

(1) (2) (3) (4)

Newly Confirmed During:

(5)

Day 0 to Day —4 0.12 -0.07
(0.06) (0.04)

Day —5 to Day —9 0.22 0.13
(0.04) (0.04)

Day —10 to Day —14 0.26 0.12
(0.01) (0.04)

Day —15 to Day —19 0.23 0.07
(0.02)  (0.02)

Constant 44.80 28.67  26.55  36.23  29.05
(16.65) (10.25) (6.96) (10.76) (5.91)

Observations 122 117 112 107 107
R? 0.22 0.62 0.85 0.71 0.88
Adjusted R? 0.22 0.62 0.85 0.71 0.87

Notes: OLS regressions. Dependent variable: critical patients at time period ¢. Independent variables:
average daily confirmed cases in 5-day periods. Standard errors (in parenthesis) are adjusted using the
Newey-West method for addressing autocorrelation and heteroskedasticity, with an autocorrelation

parameter of maximal lag defined as 19 days.
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We find that there is no significant improvement in the overall goodness of fit, especially
in the overestimated period of June. Importantly, the fit during the second wave does
slightly improves, but on the expense of the fit in first wave, which is now worse than before.

This supports the hypothesis that the critical-condition probabilities systematically change
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between the two covid-19 waves, making a model of fixed probabilities irrelevant from both

waves together, as well as for predicting one wave based on the other (as detailed in Section

7).

4.4 Estimating a Model Based on Age of Newly Confirmed: March
15 — July 4

To have a better fit in the entire estimation period and in order to make better predictions,
we estimate a new and different model from the main one described in the paper. The
new model relies on quantities of newly confirmed elderly patients only, rather than on total
quantities of newly confirmed patients. The model relies on the empirical finding that a large
portion of critical-condition patients are aged 60 and above, with the average age of such
patients being 65-70]] Hence the number of newly confirmed patients aged below 60 provides
a noisy signal for critical-condition outcomes, and a model based on newly confirmed elderly
patients alone only can potentially provide better results. A caveat when estimating this
new model is that the interpretation of coefficients gets further away from the original idea
of critical-condition probabilities, due to the fact that not every critical patient is aged 60 or
above.

We estimate the model using the full period of March 15, 2020 to July 4, 2020 rather than
using the first period which ends at May 17, 2020, since the age-specific data only begins in
mid March and the data has a lower quality than before. The results are described in Table
3.

The model’s fit over the entire period is better than the previous model which does not
account for the age of the newly confirmed patients. This supports the hypothesis that there
were only few critical-condition patients in the beginning of the second covid-19 despite large

numbers of newly confirmed patients, because only a small share of those patients are elderly.

Thttps://data.gov.il/dataset /covid-19 /resource/e4bf0ab8-ec88-4f9h-8669-f2cc78273edd
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Table 3: Elderly-Newly-Confirmed-Based Model Estimation: March 15 to July 4

Newly Confirmed During: (1) (2) (3) (4) (5)
Day 0 to Day —4 0.71 0.06
(0.24) (0.11)

Day —5 to Day —9 1.17 0.30
(0.20) (0.10)

Day —10 to Day —14 1.35 0.49
(0.12) (0.16)

Day —15 to Day —19 1.29 0.68
(0.13) (0.14)
Constant 55.16  44.52  40.06 40.19 33.62
(16.48) (11.51) (7.64) (7.74) (6.52)

Observations 108 103 98 93 93
R? 0.25 0.66 0.89  0.81 0.95
Adjusted R? 0.24 0.65 0.89 081 0.94

Notes: OLS regressions. Dependent variable: critical patients at time period ¢. Independent variables:
average daily estimated confirmed cases of people aged 60 and above in 5-day periods. Standard errors (in
parenthesis) are adjusted using the Newey-West method for addressing autocorrelation and
heteroskedasticity, with an autocorrelation parameter of maximal lag defined as 19 days.
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