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Abstract 

 

With AI now passing the bar, and with court caseloads worldwide hampering access to justice, 

there are calls for judges to make use of chatbots to help expedite their work of legal 

interpretation.  Such calls pose an empirical question of the practical difference such a reform 

might be expected to make.  They also pose a normative question: whether judicial reliance on 

computer generated legal research in deciding litigants’ rights and obligations is consistent 

with the rule of law. In this paper, we address the normative question by exploring whether the 

folk concept of law demands that the law’s application be guided by human legal insight only. 

We report a vignette-based experiment on the acceptability of AI law clerks - assistants whose 

contribution does not decide what the law says but which may inform the ultimate decision. 

Collecting nationally representative survey data from Kenya, we find that an AI clerk’s 

influence on legal outcomes is seen as no less legitimate than that of a human clerk. This result 

spurs efforts to systematically investigate whether the integration of AI might make justice 

systems more efficient, accessible, and trustworthy in practice. 
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The Rule of Law or the Rule of Robots? 

Nationally Representative Survey Evidence from Kenya 

 

 

“The day should come ... when you will be able to feed a set of facts to a machine… 

and… the machine can then lay out for you… the reasoning process by which you may 

be able to arrive at a [legal] conclusion.”  

– Reed Lawlor, Law and Electronics Conference, California, 1960. 

 

“No electronic magician could design a computer program that would supply a verdict 

everyone would accept once the facts of the case along with the text of all past statutes 

and judicial decisions were put at the computer’s disposal.” 

– Ronald Dworkin, Law’s Empire, 1986.  

 

Until recently, most would have agreed with Dworkin's insistence that human judgment is a 

prerequisite of competent legal reasoning. Every situation to which any rule is applied is unique 

in ways that might – or might not – seem decisive. For all their ingenuity and value, neither 

expert computer programmes, which adhere to a pre-set decision tree, nor self-learning 

programs, which identify salient patterns across legal decisions, can be relied upon to correctly 

resolve a disputed question of law. With the creation of the Large Language Model (LLM), 

however, humans’ monopoly on the appreciation of legal relevance may have ended. Soon, we 

might have to recognize Lawlor’s prescience and acknowledge that the electronic magician has 

produced her masterpiece.  

 

Theorists have been elucidating the normative stakes of employing machines to resolve legal 

disputes since the 1960s (e.g., Dickerson 1963; Buchanan & Headrick 1970). Now, with the 

explosion in machine learning capability, the question is receiving renewed attention. Some 

foresee a ‘legal singularity’ in which the use of algorithms enables society to establish 

exponentially more efficient and cheaper litigation services, including computer judges (e.g., 

Aidid and Alarie 2023; Volokh 2019; Casey and Niblett 2019). This possible future could be 

especially relevant for countries with overburdened judiciaries, for whom AI might offer 

equitable and timely access to justice. Others identify a tension between our commitment to 

the rule of law and the relinquishment of human responsibility for the individual’s legal fate 
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(Endicott and Yeung 2022). Drawing on this debate, we take as our starting point the premise 

that ‘technological infrastructures matter, require our attention and must somehow be brought 

under the Rule of Law’ (Hildebrandt 2016, 2).  

 

AI’s new legal capacities present two pressing practical and normative questions: would the 

integration of legal LLMs make justice systems more efficient and accessible to ordinary 

people?; and, crucially, would such measures be considered normatively acceptable? 

Addressing the latter question, we report a vignette-based study on the legitimacy of robot law 

clerks. Collecting nationally representative survey data from Kenya, we find that judicial 

reliance on computer generated legal research is seen as no less legitimate than judicial reliance 

on that produced by a human assistant.   

 

Our paper begins with a brief review of the development of artificial intelligence as a means 

of legal interpretation (Part 1), before discussing AI’s potential to provide a law clerk for busy 

judges (Part 2). Part 3 considers how the legitimacy of robot law clerks can be elucidated by 

empirical inquiry into the folk concept of legality. Then, on presenting our study’s method 

(Part 4), we report its results (Part 5), and discuss their significance and implications for future 

research (Part 6). 

 

Part 1 Artificial Legal Interpretation 

 

In its first phase, artificial legal interpretive systems attempted to recreate human propositional 

legal knowledge (knowledge ‘that….’). Known as ‘expert’ systems, complex decision trees 

were constructed that reproduced in logical form the content of extant or possible texts, e.g., 

statutes or legal textbooks/treatises. One might describe such systems as schematized-human-

learning: they ‘freeze the meaning of the rule so that its general terms must have the same 

meaning in every case where its application is in question’ (Hart 1961, 270). 

 

These systems faced two significant constraints: that a considerable and expensive human 

effort is required to explicitly and comprehensively formulate what the law says about most 

things, and that any such formulation is invariably ‘defeasible’ (MacCormick 1995). 

Defeasibility refers to the limitation that, no matter how elaborate, no text can specify all 

intuitively exonerating circumstances: “it is not possible to conclude legal clarity from 

semantic clarity” (Klatt 2008, 219; similarly, Pasquale 2019, 48). Every legal text is liable to 
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have a literal application that diverges from that of the law which it seeks to transcribe; in the 

right circumstances, every legal text is intuitively ‘defeated’.  

 

With no way of knowing in advance whether a particular literal application will appear 

incorrect, it is unclear how any weight might be placed on a letter-only verdict - whether 

rendered by man or machine: “deduction cannot provide an adequate model of legal reasoning” 

(Bench-Capon et al 2009, 17). So, while schematized-human-learning systems have been made 

available commercially to consumers in certain legal domains, notably, in that of tax law 

(Contos et al. 2011), they face important limitations in modelling how humans apply laws. 

Efforts to advance legal AI soon sought to take advantage of the possibilities of machine 

learning. 

 

Whereas legal AI had initially focused on replicating human propositional knowledge, in its 

second phase of development, inductive, pattern-spotting reasoning was emphasised. Self-

learning algorithms were designed that can be trained on an existing body of discrete rule 

applications to predict how subsequent cases would be decided in light of what they have 

learned about the fact combinations characteristic of the training data. Unlike expert systems, 

specialist machine learning systems (SML) identify for themselves the connections within an 

existing legal corpus. Accordingly, they have the advantage of potentially avoiding 

counterintuitive outcomes for which no textually specified exception was formulated.  

 

SML exemplifies the Wittgensteinian legal theory that ‘the meaning of [legal] rules, like those 

of all symbols, must be determined by the actions themselves, that is, by the way the rules are 

used’ (Marmor 2005, 115). It proved that initial doubts, e.g., that ‘deep structure is to be found 

in social context and purpose, which are non-computational’ (Greinke 1994), were premature. 

But while the problem of defeasibility is mitigated, it is not yet solved.  

 

A case might include a novel, intuitively exonerating characteristic to which the algorithm is 

blind for want of any opportunity to learn of its legal salience (Surden 2014, 105-06; 

Chirimuuta 2023, 14). In the application of newly or recently posited provisions, the body of 

caselaw on which an SML might be trained will be limited, increasing the risk that its induction 

will be ‘defeated’ in this way (Flanagan 2010, 262-63). Again, with no way of knowing in 

advance whether a particular case will feature such a characteristic, it is unclear how, in 
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applying the law, a judge might responsibly rely on the application suggested by an SML 

program. 

 

The overarching challenge of defeasibility is that both expert and SML AI systems are liable 

to overlook a situation’s legal novelty in ways a human never would: they ‘suck[] up the dust 

and the crickets’ alike (Simmons 2018, 1095). Neither system can produce analysis that could 

provide a judge with the same kind of assurance as that of a qualified human clerk. With the 

advent of large language models, however, reliable legal AI is clearly in prospect. 

 

A large language model (LLM) also relies on machine learning. LLMs learn to accurately 

predict the next token (which can sometimes be conceptualized as a word) in a series, allowing 

them to answer questions, e.g., has X a legal right to Y? Rather than being trained on a 

specialised body of knowledge, such as on a set of legal precedents, state of the art LLMs are 

trained on a general language corpus. Their capabilities represent a stepchange in AI: there is 

evidence that humans struggle to distinguish conversations with the best known example, 

GPT4, from conversations with human interlocutors, i.e., that it passes the Turing Test (Jones 

and Bergen 2024). Similarly, in the legal domain, LLMs have achieved key markers of 

professional human competence, such as passing the US Uniform Bar Exam (Katz et al 2024; 

Martinez 2024). Perhaps the most remarkable feature of LLM legal aptitude, however, is its 

ability to favour the law’s spirit over the relevant legal materials.  

 

Recent studies have compared how humans and LLMs resolve ‘hard’ cases, in which the law’s 

text and stated purpose diverge, and for which no precedents are available by which the 

interpreter might learn to associate certain characteristics with counter-literal outcomes 

(Almeida et al 2024). The LLMs reproduced humans’ propensity to a) sometimes prioritise a 

law’s spirit over its letter, and b) do so especially where the law’s purpose was benevolent. 

Like the human judge, LLMs could recognize a case’s inclusion of a novel, intuitively 

exonerating characteristic on whose legal salience it had not been trained. Other work has 

shown that LLMs perform very well across a wide array of different legal tasks (Guha et al., 

2023). 

 

LLMs still have significant limitations. Chief amongst them is LLMs’ well-documented 

tendency to hallucinate (Maynez et al., 2020; Zhang et al., 2023), i.e., to confidently include 

false facts in their responses. In the legal domain, a US-based law firm was fined $5,000 after 
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a lawyer submitted a legal brief which cited non-existent cases to a federal court; the cases 

were chatGPT hallucinations (Merken 2023). Nevertheless, with the LLM, it seems that legal 

AI may have overcome the challenge of defeasibility and thereby transcended the traditional 

barrier to reliability: “Computers have not yet been programmed… to display the… intuition 

[and] common-sense… that we, as human beings, expect… of judges acting in their official 

role” (Susskind 1986, 133).  

 

With AI’s interpretive response to novel but potentially exonerating features tracking that of 

humans, it is no longer true that ‘[h]uman judges and other persons charged with interpreting 

legal texts reason in ways that… remain over the horizon of machine capacities’ (Livermore 

2020, 239). So it is that, in approaching functional parity with human lawyers, LLMs have 

placed the role of robot generated legal interpretation firmly on the agenda. Global law firms 

have been quick to embrace the opportunities (Criddle 2023). 

 

Part 2 Artificial Law Clerks  

 

A law clerk is a member of a court’s staff whose function is to facilitate judges in the 

performance of their duties, notably, by producing research memos and by assisting them with 

opinion writing. The employment of law clerks has long been understood as the judiciary's 

response to growing caseloads (e.g.,  Posner 1985; Cohen 1995; Lipez 2007). In line with this 

assumption, research indicates that increasing the number of clerks available to judges ‘help[s] 

previously underperforming courts in disadvantaged locales to achieve more efficient 

outcomes’ (Peverall 2020, 280). Perhaps AI could help.  

 

Rather than acting as judge, AI might provide important adjudicative supports either by 

extracting relevant precedents, as happens already in China (Deng 2019), or by recommending 

an outcome for stated legal reasons (as envisaged in, e.g., Lim 2023; Choi and Schwarcz 

forthcoming). Significantly, a study has found that the use of ChatGPT reduces the time spent 

by humans on drafting advisory legal memos (Choi et al forthcoming) - just as the employment 

of a human clerk might be expected to do. Judges have noticed: 

 

‘I asked ChatGPT can you give me a summary of this area of law… and I put it in my 

judgment.’  Lord Justice Colin Birss, Court of Appeal of England and Wales, 2023.   
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‘[Judges] should consider whether and how AI-powered large language models… 

might… inform the interpretive analysis.’ Judge Kevin Newsom, US Court of Appeal, 

2024.  

 

Credentialed professionals are, of course, a finite, costly resource, which, by comparison, AI 

is not. Moreover, there are many countries whose judiciaries face significant case backlogs and 

for whom a low-cost clerk substitute would presumably present considerable time savings in 

both research and writing (Susskind 2019, 287). Kenya is one such country.  

 

Facing a 500,000 case backlog, Kenyan judicial authorities have expressed openness to 

technological innovation (Gitonga 2024). Notably, Kenya has trialled an AI-based case 

management system with which to better distribute judicial capacity (Chemin et al 2023). In 

principle, the assistance of an AI-based legal research service might increase the capacity of 

individual judges. Given the association between slow justice delivery, an adverse business 

environment, and significant economic and welfare consequences (e.g., Rodrik 2000; 

Acemoglu et al. 2001), the case for systematically investigating this possibility is pressing. The 

starting point must be consideration of the artificial law clerk’s normative acceptability.   

 

Part 3 The Folk Concept of the Rule of Law 

 

There is wide agreement that rule systems can be evaluated by reference to how well they serve 

the value of legality, i.e., by how faithfully they adhere to the rule of law. Theories of the rule 

of law articulate procedural or formal principles, through which law is made and administered. 

The most prominent effort is that of Lon Fuller who set out seven conditions, to wit, that 

statutes must be (i) consistent, (ii) enforced according to their terms, (iii) general in application, 

(iv) intelligible, (v) directed towards prescribing conduct that is possible, (vi) prospective in 

application, (vii) stable over time, and (viii) publicly announced (1964, 96–97). Notably, none 

of the aforementioned principles proscribes AI. Potentially, AI could assist in the application 

of statutes that are stable, consistent, public, clearly written, and prospective in a manner that 

is consistent with their terms and which does not demand the impossible. Might people also 

endorse an additional principle requiring that the law be applied with reliance only on human 

legal insight?  
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In their identification of particular values as characteristic of the rule of law, theorists have 

typically appealed to our folk concept (e.g., Fuller 1964, 62; Rundle 2012, 80; Crowe 2014, 

113). For a long time, systematic evidence of lay legal intuitions was scant. Now, a new 

research agenda, ‘experimental jurisprudence’, seeks to uncover such evidence through 

methods of psychology scholarship (Prochownik 2021). Replicating an initial study by 

Donelson and Hannikainen (2020), Ivar Hannkainen and colleagues found that, across a diverse 

set of cultures and linguistic communities, majorities of survey participants commonly 

recognized Fuller’s desiderata as principles to which legal systems ought to adhere 

(Hannikainen et al 2021; see also, Gur and Jackson 2020). To shed light on whether an artificial 

law clerk would be consistent with the rule of law or, instead, would bespeak a rule of robots, 

we follow experimental jurisprudents in investigating the folk concept of legality.  

 

Consider the normative question on which the deployment of artificial law clerks would seem 

ultimately to depend: is it any less legitimate for judges to rely on the legal analysis of an 

inexpensive robot as it is for them to rely on the analysis of a qualified but costly human? For 

some, robot clerks would be unproblematic: “AI judicial staff attorneys that draft proposed 

opinions for judges to review—would be… legitimate” Volokh 2019, 1141. There are sceptics, 

however, for whom interpretive reliance on machines would involve a ‘legitimacy deficit’ that 

would pose ‘a real threat to social wellbeing’ (Zuckerberg 2020, 304).  

 

It is true that, on issues of resource allocation, such as hiring or university admission (e.g., 

Newman et al 2020; Claudy et al 2022), there is increasing evidence that people prefer 

decisions to be made by a human rather than an algorithm. Equally, on the question of AI’s  

resolution of factual aspects of legal disputes, that is, of disagreement as to the relevant 

circumstances, there are indications that machine judges are considered less legitimate than 

human ones (Chen et al 2022). One might imagine that the core adjudicative activity of legal 

interpretation - of deciding what the law says - would engage the value of legality even more 

directly. Conversely, were AI to merely assume the role of law clerk, ultimate interpretive 

responsibility would remain in human hands. Moreover, when it comes to advice rather than 

decision, there is evidence that people prefer to rely on that provided by an algorithm over that 

provided by a human (Logg et al 2019). Accordingly, we hypothesized that judges would be 

perceived as being no less legitimately guided by computer generated legal research as by that 

produced by a human.    
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Part 4 Method 

 

We explore the legitimacy of chatbot law clerks by conducting a nationally representative 

survey experiment of Kenya, a society whose views on such matters have particular salience 

in light of the Kenyan judiciary’s willingness to test the effects of e-justice measures. Our 

choice of population also responds to criticism that experimental jurisprudence has so far been 

focused on W.E.I.R.D. (White Educated Industrialized Rich and Democratic) populations 

(Tobia 2024), which have been found to deviate systematically from global trends along several 

metrics (Henrich et al 2010; Barrett 2020).  

 

2,246 (1,198 male, 1,045 female) participants completed our survey in either English or 

Swahili. The sample was recruited by TGM Research and is representative of Kenya’s 

population by age, gender, and region. The study was approved by the Research Ethics 

Committee at a major university.  

 

Experimental philosophers have long warned against the dangers of asking lay participants to 

synthesize their own conceptual knowledge (Machery, 2017); simply asking people whether 

the rule of law demands exclusive reliance on human legal opinion would be a flawed strategy. 

To gain insight into the structure of ordinary normative understandings, we therefore use a 

vignette-based experimental design to analyse participant evaluations of the legitimacy of 

concrete situations involving contrasting human- and AI- guided legal interpretations (see 

Cushman & Greene 2012). 

 

The study compared the responses of four nationally representative cohorts (totalling 2,2461) 

to a suite of four test cases, each of which featured the same fact situation but which varied 

according to a) whether the verdict aligned with either the law’s text or its purpose, and b) 

whether the verdict relied on the legal analysis of either a human or an artificial law clerk. 

 

 
1 The study followed a 2 (assistance type: human vs. AI) between-subjects x 2 (case type: text consistent verdict 

vs. purpose consistent verdict) between-subjects x 4 (scenario: No Travel; No Bodabodas; No Sleeping; No 

Swimming Attire) within-subjects design. Participants received one case from each scenario (totalling 4 cases) in 

a random order, two of which with text consistent verdicts and two of which with purpose consistent verdicts. 
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To test our prediction that Kenyans would deem the decisions of AI-advised judges to be no 

less legitimate than those of human-advised judges, we propose to fit a mixed-effects model of 

legitimacy judgments with fixed effects for case type, assistance type, and the case 

type*assistance type interaction, while allowing random intercepts for scenario and participant. 

Specifically, we predicted that an ANOVA based on this mixed-effects model would reveal 

significant main effects of case type (p < .05), but no effects of assistance type or of the case 

type*assistance type interaction (ps > .05). (Prediction and analysis preregistered.)2 

 

For instance, the “No Bodabodas3 in the mall” vignette was presented as follows: 

 

The government has issued a rule: "It shall be an offence to ride a bodaboda in a 

shopping mall". 

 

This rule is intended to prevent injuries to shoppers. 

 

Then, we described a situation in which an agent had acted contrary to the law’s text but 

consistently with its purpose: 

 

Witnessing a violent attack inside a mall, Martin rides his bodaboda into the mall to 

stop it. 

 

Martin is later charged with the offence of riding a bodaboda in a shopping mall. 

 

Finally, we described a legal proceeding that varied both according to its outcome and 

according to the source of the legal research on which the court relied: 

 
2 https://aspredicted.org/CJ9_3LX. We pre-registered a sample of 2,000 participants. However, in order to ensure 

that the data accurately represented all age-groups, further data was needed, which led to this deviation from the 

original pre-registered plan. Restricting the analysis to the first 2,000 responses renders essentially the same 

significance patterns. Code and data for this alternative analysis are available in the online supplementary 

materials: https://osf.io/4386v/?view_only=b00326e9816049908314a00a7a1172e6  

3 Bodabodas are bicycle or motorcycle taxis that are common in Kenya. 

https://aspredicted.org/CJ9_3LX
https://osf.io/4386v/?view_only=b00326e9816049908314a00a7a1172e6
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The court, guided by legal research performed by a legal researcher/special computer 

program, decides that Martin violated/did not violate the rule.4 

 

Participants were asked to indicate their agreement with the sentence, “The court’s decision is 

legitimate”, on a 5-point Likert scale. 

 

Part 5 Results 

 

 

 
4 Complete stimuli available in the online supplementary materials: 

https://osf.io/4386v/?view_only=b00326e9816049908314a00a7a1172e6 
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Figure 1: Agreement with the statement that the court’s decision is legitimate by case-type and 

assistance-type, faceted by scenarios. Diamonds represent the mean. 

 

To analyze the data, we fitted the preregistered mixed-effects model of legitimacy judgments 

with fixed effects for case type, assistance type, and the case type*assistance type interaction, 

while allowing random intercepts for scenario and participant. As predicted, an ANOVA based 

on this model revealed significant main effects of case type (F(1, 2233) = 24.40, p < .001), but no 

effects of assistance type (F(1, 2233) = 0.34, p = .563; BF01 = 24.82) or of the interaction between 

case and assistance type (F(1, 2233) = 2.78, p = .096; BF01 = 5.31). Participants tended to view 

the court’s ruling as more legitimate when it interpreted the rule in accordance with its purpose 

(M = 3.59 [3.47, 3.72]) than with its text (M = 3.40 [3.28, 3.53]). However, participants rated 
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courts which relied on AI assistance (M = 3.49 [3.36, 3.61]) to be just as legitimate as those 

which relied on human assistance (M = 3.51 [3.39, 3.63]). 

 

An exploratory model including fixed effects for scenario revealed a significant two-way 

interaction between scenario and case type (F(3, 6735) = 197.46, p < .001). Inspecting the 

marginal means for each case type and each scenario, we observed that participants 

significantly preferred decisions which interpreted the rule according to the purpose in the “No 

sleeping in the train station” (b = 0.81, t = 14.02, pTukey < .001) and the “No entry to government 

buildings in swimming attire” (b = 0.78, t = 13.48, pTukey < .001) scenarios, but that preference 

has reversed for the “No bodabodas in the shopping mall” (b = -0.29, t = -4.99, pTukey < .001) 

and “No driving without a license” (b = -0.55, t = -9.51, pTukey < .001) scenarios. The same 

model also revealed a small, but significant interaction between assistance-type and scenario 

(F(3, 6735) = 3.10, p = .025). The effects of assistance-type were non-significant for all (|b|s < 

.08, |t|s < 1.35, psTukey > .17) but the “No sleeping in the train station” scenario (b = -0.12, t = 

-2.07, p = .039). These trends are represented in Figure 1. 

 

Part 6 General Discussion  

 

In this paper, we tested whether the administration of justice through judicial reliance on AI-

generated legal analysis coheres with our folk concept of law. Confirming our hypothesis, the 

study revealed no overall difference in the perceived legitimacy of AI- and human-assisted 

legal interpretations. With the exception of a small bias against AI law clerks in one specific 

scenario (“No sleeping in the station”), participants considered legal decisions that relied on 

AI-generated legal research to be just as legitimate as decisions that relied on human-authored 

research. On the other hand, whether the court’s decision prioritised the law’s text or its purpose 

- a factor known to impact rule application - did significantly influence its perceived 

legitimacy. 

 

Legal dispute resolution systems have been shown to facilitate economic development by 

promoting competitive credit markets and firm productivity (e.g., Ahsan, 2013; Sequeira, 

2016), and by spurring investment in the business environment (e.g., Lichand and Soares 2014; 

Chemin 2012). But an estimated 1.5 billion individuals globally struggle to secure justice in 

respect of administrative, criminal, or civil challenges (World Justice Project, 2019). By 

analogy with the positive contribution of human law clerks (Peverall 2020), the use of LLMs 
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to assist judicial legal research promises to significantly enhance the efficiency of formal 

adjudication. Notably, judges who have pioneered the use of LLMs in their own research have 

emphasized this potential dividend: ‘it provides judges… with an inexpensive research tool’ 

(Newsom 2024, 15; similarly, Judge Juan Padilla 2023). Justice delayed is justice denied: 

whether LLMs can increase access to adjudication systems without compromising rule of law 

is a key question of our age.  

 

As it is, we know that “[j]udges everywhere face crowded dockets and enormous time 

pressures” (Rachlinski and Andrew Wistrich 2017, 223; similarly, Spamann and Klohn 2016, 

274). Equally, we know that, in response to this pressure, some judges may choose to expedite 

legal research and judgment writing at a cost to our normative ideals. Notably, busy judges’ 

chambers are liable to silently rely on the legal analysis of user-generated internet content of 

unknown origin, namely, that of anonymous Wikipedia editors (Thompson et al 2024). In 

principle, it would seem preferable for adjudicators to make use of the legal analysis of an 

entity that has passed the bar than of that of an unknown internet user who might have no legal 

training whatsoever. Judicial use of an LLM then offers a better alternative; more positively, 

its judicial use might no more compromise the rule of law than the employment of a human 

clerk. On this question - on whether reliance on a machine’s analysis is as acceptable as reliance 

on that of a qualified human - the results of our survey suggest that, intuitively, the answer may 

be affirmative.    

 

In principle, the capacity to draft legal judgments explaining the law’s application to particular 

disputes can serve the functions of advice and decision alike. Accordingly, any discussion of 

the legitimacy of LLMs as law clerks can be analysed for its implications for the prospect of 

LLMs as judges, and vice versa. In the case of judges, a prominent objection is that the process 

by which LLMs operate is simply too opaque to litigants to count as ‘an instance of 

adjudication’ (Lucy 2023, 19; similarly, Sarid and Ben-Zvi 2024). The objection’s logic might 

extend to the human judge’s reliance on an artificial law clerk, for whom the latter’s operation 

will be equally opaque. Our study did not test the issue of opacity directly, and it would be 

valuable to know more about its salience in public perceptions.  

 

In designing such further research, it may be helpful to consider the ‘companions in guilt’ 

argument that points to the opacity of the human mind itself. Defending Wisconsin’s use of 

opaque criminal sentencing algorithms, for instance, an official noted that: ‘We don’t know 
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what’s going on in a judge’s head; it’s a black box, too’ (Remington 2017). Indeed, the absence 

of any formula for systematically mapping some entity’s ostensible beliefs onto their causal 

determinants has been taken to qualify that entity as an agent in its own right, whether the entity 

in question is an individual human or a group of humans (List and Pettit 2011), including a 

collective legislature (Ekins 2012). If, producing a statute or a judgment, a legislature or a 

multi-member court can be said to act collectively in virtue of the opacity of the connection to 

members’ inputs, then it would seem to follow that the opacity of an LLM’s inner workings 

would similarly serve to qualify its production of a text as an act, whether of adjudication or 

simply of advice. Opacity is not the only objection to computer judges, however.   

 

Unlike a human, a robot has nothing at all at stake in adjudicating someone’s legal rights - 

neither retention of their job, advancement of their promotion prospects nor preservation of 

their reputation. They cannot be held accountable in any meaningful way for what they decide 

to be the law’s meaning. Arguably, such accountability is crucial to the judicial function: 

‘Judgments are decisions for which the decision maker has basic responsibility…’ (Endicott 

and Yeung 2022, 398; similarly, Wendel 2019, 42). Perhaps for this reason, even advocates 

concede that the legitimacy of AI judges ‘is likely to be… counterintuitive’ (Volokh 2019, 

1142). One goal for future research would be to test this prediction.  

 

Conclusion 

 

Formal dispute resolution is an achievement of human civilization that allows justice to be 

dispensed in a deliberate, predictable fashion and that facilitates the development of complex 

modes of organization that contribute to individual prosperity and social equality alike. The 

recent step-change in artificial intelligence offers a potential resource with which to expand 

such systems’ reach. Optimistically, the creation of the LLM might be to the administration of 

justice what the invention of the carbon microphone was to speech and music. Of course, key 

to any assessment will be the question of what LLMs might actually help administer: justice, 

or mere state coercion. In reaching an answer, the views of those who stand to gain the most 

through more readily available dispute resolution will be critical. Reporting a nationally 

representative survey experiment, we find that Kenyans consider judicial reliance on the legal 

opinion of an AI program to be just as legitimate as reliance on that of a human legal 

professional. Clearly, much work remains to be done on the question of legal AI’s consistency 

with our ideals of legality. But our findings give impetus, also, to systematic investigation of 
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how the integration of legal LLMs might make justice systems more efficient, accessible, and 

trustworthy in practice. 
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