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Abstract5

This study explores politically motivated reasoning among U.S. Circuit Court judges over the past6

120 years, examining their writing style and use of previous case citations in judicial opinions. Employ-7

ing natural language processing and supervised machine learning, we scrutinize how judges’ language8

choices and legal citations reflect partisan slant. Our findings reveal a consistent, albeit modest, po-9

larization in citation practices. More notably, there’s a significant increase in polarization within the10

textual content of opinions, indicating a stronger presence of motivated reasoning in their prose. We also11

examine the impact of heightened scrutiny on judicial reasoning. On divided panels, judges show a de-12

crease in polarization in both writing and citation practices. Furthermore, our study explores polarization13

dynamics among judges who are potential candidates for Supreme Court promotion. We observe that14

judges on the shortlist for Supreme Court vacancies demonstrate greater polarization in their selection15

of precedents.16
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“’I pay very little attention to legal rules, statutes, constitutional provisions ... The first thing17

you do is ask yourself — forget about the law — what is a sensible resolution of this dispute? ...18

See if a recent Supreme Court precedent or some other legal obstacle stood in the way of ruling19

in favor of that sensible resolution. ... When you have a Supreme Court case or something20

similar, they’re often extremely easy to get around.” (An Exit Interview with Richard Posner,21

The New York Times, Sep. 11, 2017).22

1 Introduction23

Can we quantitatively identify when judges have an easier time recruiting evidence supporting what they24

want to be true than the evidence supporting what they want to be false [23]? This tendency is called moti-25

vated reasoning, and several recent models and experiments on motivated reasoning are summarized in [4].26

Motivated reasoning is a subject of much policy debate. Does it affect real-world decision-makers? More-27

over, what affects motivated reasoning? These are a few questions this paper seeks to address. Motivated28

reasoning is the well-documented tendency where individuals actively seek out confirmatory information.29

The mechanism is said to be implicit emotion regulation – the brain converges on judgments that maximize30

positive affective states associated with the attainment of motives. In the lab, motivation is typically in-31

ferred by the degree to which goal-related concepts are accessible in memory: The greater the motivation,32

the more likely individuals are to remember, notice, or recognize concepts, objects, or persons related to33

that goal [53].1 Recently, motivated reasoning has been used to explain polarization. For example, when34

responding to moral dilemmas, subjects come to snap judgments, and ex-post generate a justification [29];35

or when interpreting data on climate change, subjects update their beliefs following their political party, and36

this was greatest among those scoring highest in cognitive reflection [34].37

In prior studies of motivating reasoning in law, law student subjects are exogenously provided precedents38

(reasons) [11, 12]) to address the issue that differences in reasoning might be due to memory or knowledge.39

The experiments fix the set of precedents to choose from. Nevertheless, whether these studies on law40

students are externally valid to judges or other policymakers is still an open question [50]. In another study41

using a series of experiments on statutory interpretation with the cultural identity of parties involved as the42

main manipulation, [36] shows that judges and lawyers do not exhibit cultural biases, unlike law students and43

1The classic studies only measure the final decision, rather than reasoning [55, 25].
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the general public. In our case, we show that when judges are making high-stakes decisions in Court, they44

could exhibit polarization in writing. Building on the framework by [35] on politically motivated reasoning,45

recent work by [52] provides a new design to assess politically motivated reasoning based on trust in news.46

This paper explores motivated reasoning among real-world judges. Our paper sits at the intersection of47

constitutional law, politics, and judicial legitimacy, examining the hypothesis that judicial decision-making48

is politically motivated. Grounded in the debate between jurisprudential decisionism and the separation49

of political interests from legal procedures [45, 46, 47, 6, 31, 38, 22], we employ a quantitative approach50

to assess the extent to which recent shifts in the U.S. judiciary reflect broader political dynamics. Our51

analysis contributes to the understanding of how constitutional-legal proceduralism, often seen as a tool52

for upholding democratic values, may be exploited by political-economic elites to shape legal outcomes.53

This paper provides empirical insights into the political nature of judicial decision-making, offering a novel54

perspective in the context of ongoing debates on the judiciary’s role in liberal democracies.55

Specifically, we aim to analyze motivated reasoning using as a natural laboratory the U.S. federal courts56

– a high-stakes common-law space. Circuit judges can introduce new legal theories,2 shift standards or57

thresholds,3 and rule on the constitutionality of federal and state statutes. Circuit judges provide the final58

decision on tens of thousands of cases per year, compared to just a hundred cases or so on the U.S. Supreme59

Court. Therefore Circuit decisions are the majority of what creates the law in this common-law space (and60

most of what law students are reading). If there is motivated reasoning among these judges, that could61

have substantial legal and policy impacts. Existing research on how Democrat and Republican Circuit Court62

judges behave differently is extensive (see [10] for a comprehensive review), but almost all of them focus63

on the decisions made by judges. For example, a recent work examines how the ideology of Circuit Court64

judges can affect case outcomes in a wide range of Circuit cases [17]. Complementing this literature, we65

look at polarization in reasoning.66

Circuit courts have a handful of critical features that make them a desirable context for this empirical67

work. First, there is random assignment of cases to judges (who sit in panels, without juries),4 meaning that68

2E.g., contract duty posits a general obligation to keep promises, vs. a party should be allowed to breach a contract and pay
damages if it’s more economically efficient than performing, also known as efficient breach theory, articulated by Richard Posner
in a 1985 opinion.

3(E.g., shift from reasonable person standard to reasonable woman standard for what constitutes sexual harassment, or waive
the need to prove emotional harm in court to a jury.)

4This randomness has been used in a growing set of economics papers [37, 20, 3, 19, 41, 2].
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judges rule on similar legal issues on average. Second, there is an adversarial system where the litigants are69

responsible for bringing all the reasons (arguments and precedents) to a judge’s attention. This means that70

differences in reasoning are not due to differences in knowledge.5 In addition, the briefs are filed prior to71

judicial assignment, so strategic information provision according to judge type is not feasible.72

We have data on 300,000 Circuit Court opinions (almost a million judge votes) for the period 1891-73

2013. Circuit Court judges are appointed by the U.S. president (Democrat or Republican) with life tenure.74

The measures of judicial reasoning are constructed from texts of the opinions and legal citations of other75

Circuit Court opinions. These outcome measures are linked to judicial biographical features, particularly76

the judge’s political affiliation.77

The measure of motivated reasoning is defined as the accuracy with which we can predict judges’ polit-78

ical affiliations based on the reasoning of their decisions, consistent with previous literature [27, 8]. Earlier79

efforts to measure polarization in the text include [33], whose non-penalized measure might overestimate80

polarization in early years. Outside of Congress, [32] use the text of academic articles to predict political81

donations by economists. An essential difference between our context and previous papers is that members82

of Congress (and economists) have discretion over the topics they address, while judges are assigned top-83

ics randomly. Moreover, political donations are made ex-post, while the political party of appointment is84

ex-ante. We seek to predict a predetermined measure of ideology prior to reasoning on the case. A parallel85

literature has looked at the polarization of citizens rather than policymakers. [8] show that partisan affili-86

ations are most associated with social attitudes (rather than consumption and time use). We will find that87

partisan affiliation is more associated with the text of judgments rather than precedents cited.88

We first predict the political party using the text of judicial decisions – i.e., judicial prose. We represent89

judicial prose as low-dimensional vectors and use those as predictors in a pre-trained large language model90

for fine-tuning. We find that average prose polarization for judges has remained high and increasing as91

time goes by. A new contribution is to look at the polarization of precedent, as these are the legal reasons92

cited to justify a decision. We use a network of citations to previous Circuit Court decisions to predict93

partisan affiliation. Unlike the case of prose, we find low yet steady levels of precedent polarization over94

time, indicating that judges tend to express ideological differences through writing instead of choices of95

5That is, we can distinguish our results from mechanical failures of inference due to bounded rationality or limited attention; in
this adversarial setting, briefs bring forward all the citable reasons.
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precedents in our context. These results complement previous work with smaller samples by [16] showing96

that circuit judges tend to cite judges from the same party, and that of [43] showing that circuit judges tend97

to cite Supreme Court cases authored by judges from the same party.98

Finally, we look at how the polarization in prose and precedent changes when judges are under more99

scrutiny. Specifically, we examine two such scenarios: The first is whether a judge sits on a divided panel100

of judges from both parties. The second scenario is whether the opinions were filed when the midterm or101

presidential elections were close. Some research suggests that the threat of actual “whistleblowing” tempers102

the decisions issued when under scrutiny [18, 5], as reflected by the increase in dissents. Consistent with this103

interpretation, the polarization in text and citations reduces when under scrutiny. Moreover, we examine how104

polarization varies when judges have promotion incentives. We find that judges exhibit more polarization in105

precedent when they are a contender for a Supreme Court vacancy.106

2 Measuring motivated reasoning in judicial context107

In this paper, we define “motivated reasoning” in the judicial context as the ability to predict a judge’s108

political affiliations based on the way they write opinions and cite precedents, in line with existing literature109

that used the predictability of texts and other behaviors as measures of polarization and cultural distance110

[27, 8]. [35] provides a theoretical framework for this measure. They propose that politically motivated111

reasoning in our setting can be defined as the distortion of how political dispositions (political party) affect112

the way a judge interprets new evidence (cases) to update his prior beliefs to form a posterior (reflected113

by texts and citations in opinions). Three features of the institutional setting ensure that the predictability114

measure we have is not related to varying priors or new evidence, and the predictability of political parties115

can be attributed to the distortion caused by political dispositions.116

Firstly, the style and content of a judge’s opinions, along with their chosen citations, offer insights into117

their formal reasoning processes. Prior literature has shown that judicial fact discretion, how judges believe118

and interpret the facts presented, can be related to the identity of judges [26]. Since how judges recruit119

precedents and prose in their opinions constitutes the judicial opinion, we would be observing any slant in120

the formal reasoning process made explicit in their opinion.121
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Secondly, the cases are assigned quasi-randomly to judges 6. The as-if random assignment of cases122

means that every judge will on average see a similar variety of cases. Notably, cases that should cite cer-123

tain precedents or refer to certain topics should not systematically differ across judges due to this random124

assignment process.125

Thirdly, absent politically motivated reasoning, the reasoning in the cases should be non-partisan be-126

cause judges are asked that they “not be swayed by partisan interests”7. If judges follow this edict, then a127

reasonable guess on party affiliation based on the opinion is 0.5 – i.e., the probabilities of the writer being128

a member of Republican Party or a Democratic Party should be the same. However, this might diverge if129

judges are systematically interpreting the facts and the law in a different manner that is reflective of their130

political party.131

If the expressed reasoning of judges is motivated by partisan views, then the choice of language and132

citations might be informative of the political party. Motivated reasoning can alter the way judges interpret133

and evaluate information from briefs and precedents, which would lead to differences in their expressed134

arguments. If a judge’s political affiliations can be predicted based on their writing and citations to legal135

precedent, it would suggest that their reasoning can be influenced by their political leanings.136

2.1 Data137

Our dataset includes a collection of 318,474 opinions published by U.S. Circuit Courts from 1891 to138

2013 based on [5]. We limit our analysis to opinions written by one judge, excluding opinions labeled per139

curiam, which are authored by the whole panel without designating a specific author, and opinions drafted140

by multiple judges. Among all opinions, 279,167 are majority opinions and 26,441 are dissent opinions. For141

each opinion, we observe the full text, legal precedents, as well as all votes cast by judges on the panels for142

each case. We focus on precedents of previous Circuit Court opinions and the partisan policy is constructed143

using data on judge dissenting votes.144

To study the heterogeneity of motivated reasoning across judicial characteristics, we link the opinions145

to the United States Courts of Appeals Databases and Attributes of the United States Federal Court Judges146

6Some research suggests that a few of the courts do not assign cases to judges completely randomly, but the reasons for non-
random assignment include workload, scheduling, and professional development[39]. There is no direct evidence that political
party is related to the assignment of cases.

7http://www.uscourts.gov/judges-judgeships/code-conduct-united-states-judges

6

http://www.uscourts.gov/judges-judgeships/code-conduct-united-states-judges


from [49], and use variables such as political affiliations of judges, Circuit Court, the political composition147

of panels, year, quarter to presidential elections for subsequent analysis.148

2.2 Classification149

Since the predictability of judicial reasoning serves as our measure of motivated reasoning, we con-150

ceptualize this measurement problem as equivalent to a binary classification problem in machine learning151

using high-dimensional text and citation data as inputs and the political affiliations of judges as the out-152

come variable. In our two prediction tasks, we aim to predict the political affiliation of circuit court judges,153

specifically whether they belong to the Democratic or Republican party. The affiliation is represented by154

a binary variable: “1” for Democratic judges and “0” for Republican judges. We use opinion texts and155

citation embeddings as our predictors. To determine a judge’s average stance over a year, we average these156

embeddings. Our goal is to predict the likelihood that a judge’s political affiliation matches their true party157

affiliation.158

We use sample splitting to avoid overfitting the models. In Text Classification, we randomly chose159

10% of our dataset, which is about 31,000 opinions as our sample dataset due to computational constraints.160

Afterward, 30% of the 10% sample is used as the test set and the remaining 70% as the training set. For161

Citation Classification, we use the full dataset as our sample dataset, with 30% as the test set. The test set is162

only used after training to assess the performance of the algorithms. The best model (an ensemble of models163

with best-performing parameters) in each task will be applied to the full sample to generate predictions for164

all opinions. The remaining strategies and training details are in the SI Appendix.165

2.3 Training Algorithms for Texts166

We leverage recent advances in natural language processing to classify political affiliations of Circuit167

Court judges by fine-tuning pre-trained large language models using opinion texts directly as inputs. In168

recent years, transformer-based pre-trained large language models have been proven to have satisfactory169

performance on a variety of NLP tasks. Even with a small sample for fine-tuning, pre-trained models170

can further significantly improve the performance [21]. In this paper, we will use an ensemble of sev-171

eral commonly-used pre-trained transformer models to ensure the robustness of our results by averaging172

the predictions across models. Before fine-tuning, for each opinion, we use the Microsoft Presidio tool173
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[40] to detect and replace all names (including judges and any person’s names) and locations to the word174

“PERSON” and “LOCATION”. Doing so will prevent the pre-trained models from relying on the name and175

location information for classification, a problem known as data leakage. After that, the first 512 words176

of each opinion, which is the maximum length allowed by models, will be used as inputs for pre-trained177

models to learn.178

2.4 Training Algorithms for Citations179

For precedents, we combine network representation models with ensemble supervised learning for clas-180

sification. In the first step, we construct and transform the citation network into dense low-dimensional181

vectors. Specifically, we create a weighted directed graph of 310,282 nodes, and transform the citation182

network into citation embeddings of 300 dimensions using the node2vec algorithm by [28]. The node2vec183

algorithm rests on the idea that a word is represented by its “neighboring words" [24] in natural language184

processing. It adopts a random walk approach across the network to generate sequences of citations, and185

by maximizing the probability of neighboring citations, we can have latent vectors that “maximize the like-186

lihood of preserving network neighborhoods” of citations. Then, we use an ensemble of commonly used187

supervised machine learning algorithms as our prediction algorithm, consistent with similar strategies used188

in previous literature [7].189

2.5 Permutation Inference190

To ensure that the algorithms are indeed learning from the training set, we generate a random permu-191

tation of political parties with an equal probability of two parties for all authors and use this list as the192

dependent variable for training. If the algorithms are learning correctly from the data, using random series193

as the dependent variable should result in random predictions. A similar strategy is also implemented by194

[27], who randomly shuffle the share of Republicans/Democrats in Congress during the year in which a195

particular congressman. In practice, we train another set of models with the same parameters on the random196

series for both Text and Citation Classification.197
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3 Results198

3.1 Polarization in Prose and Precedents across time199

We begin with an overview of how polarization in prose and precedent evolves over time. Figure 1 illus-200

trates the trend in average polarization levels within opinion texts. The magnitude of average polarization201

in writing consistently exceeds 0.5 and surged towards 0.8 after 1950. These trends imply an increasing202

propensity for motivated reasoning among judges when drafting their opinions. Although [27] identified203

an increase in polarization in congressional speeches after 2000, it is significantly lower compared to the204

polarization observed in judicial opinions. To put this effect size in perspective, in [27], the polarization205

varies between 0.5 and 0.515. Notably, the placebo test involving random shuffling series aligns closely206

with the 0.5 benchmark, validating our models’ ability to produce random predictions when analyzing data207

with randomly permuted party affiliations of judges. The fact that polarization was more present a century208

ago is consistent with other analyses of partisan behavior in the judiciary [14]. In the analyses that follow,209

we demonstrate how scrutiny influences this measure of partisanship, taking into account the specific time210

period in question.211

Furthermore, we investigate the presence of motivated reasoning in the selection of precedents by judges.212

Figure 2 shows that, over the past 120 years, Circuit Court judges have consistently demonstrated a lower213

level of motivated reasoning in their choice of legal precedents, especially when compared to the more214

pronounced motivated reasoning observed in texts. This suggests that, unlike the choice of language, judges215

are more constrained in their choice of precedents. However, the level of polarization is still distinguishable216

from the placebo random series of 0.5 and higher than the polarization in congressional speech found in217

[27].218

The larger polarization in text may be attributable to the rhetorical style of judicial overstating, a product219

of cognitive processes and a means to enhance the judiciary’s legitimacy [48]. Circuit Court judges may be220

constrained by precedents as they face the reversal from higher courts if deviating too much from precedent221

[30].222
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Figure 1: Polarization in Prose in U.S. Circuit Courts

Notes: Polarization measures over time in U.S. Circuit Courts, 1891-2013 for writing. The blue line gives the average polarization
in the true dataset. The red line gives the average polarization in the shuffled dataset (random party affiliations). Error bars indicate
the 99% confidence interval.

Figure 2: Polarization in Precedents in U.S. Circuit Courts

Notes: Polarization measures over time in U.S. Circuit Courts, 1891-2013 for citations. The blue line gives the average
polarization in the true dataset. The red line gives the average polarization in the shuffled dataset (random party affiliations). Error
bars indicate the 99% confidence interval.
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3.2 Polarization in Reasoning or Decision when judges are under greater scrutiny223

In this section, we examine the dynamics of polarization in prose and precedents, along with the polar-224

ization in policy, under scenarios of increased judicial scrutiny. We hypothesize that under such scrutiny,225

judges do not want to appear as politically motivated in their reasoning, even if they come to different226

conclusions in their decisions.227

3.2.1 Divided panels228

Our investigation begins with how judicial reasoning and decisions are influenced when judges serve229

on a three-member panel that consists of Republican and Democrat judges. Previous studies, such as those230

by [18, 17, 2], indicate that political divisions within a panel creates an opportunity for whistleblowing,231

through dissenting opinions, to expose disobedient decisionmaking by the majority. In the presence of232

such a whistleblower, the majority must sometimes capitulate and keep its decision within the confines233

of doctrine. [51] furthers this idea and suggests that in ideologically divided panels, judges may exhibit234

ideology-dampening effects. To explore these dynamics, we employ a linear regression model, focusing235

on polarization in reasoning and the propensity for dissenting votes, with the key independent variable236

being participation in a politically divided panel. The counterfactual comparison group is participation in a237

politically homogenous panel. This model controls for Circuit × Year and legal issues fixed effects.238

Tables 1 and 2 show that judges are more likely to cast dissenting votes when they are part of a divided239

panel or as a minority member within such a panel. Concurrently, our findings indicate a reduced degree240

of motivated reasoning in their prose and precedent citations, aligning with our hypothesis. Compared241

to the previous literature on congressional speech [27] where the polarization variation is only 0.015, the242

dampening effect we observe is large.243

3.2.2 Electoral Cycles244

We observe a similar pattern in another scenario of scrutiny, namely, the periods leading up to Pres-245

idential and midterm elections. With heightened scrutiny, we may expect a decrease in polarization with246

their reasoning. To investigate this hypothesis, we divided the time into 16 quarters preceding a Presidential247

election. Our analysis focuses on the electoral cycles and their impact on polarization in judicial reasoning.248
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Table 1: Polarization in Divided Panels

(1) (2) (3)
Text Citation Dissent vote

Divided Panel -0.032∗∗∗ -0.038∗∗∗ 0.006∗∗∗

(0.005) (0.004) (0.001)
Observations 310604 269155 1030343
R2 0.335 0.125 0.009
Circuit × Year FE ✓ ✓ ✓
Legal Issue FE ✓ ✓ ✓

Notes: This table shows how judges on a divided panel would exhibit polarization in prose, precedent, and policy. The unit of
observation for Column (1) and (2) is at the opinion level, and Column (3) is at the vote level. Every case has three votes from
three judges sitting in a panel and judges are allowed to write concurring or dissent opinions besides the majority opinion for each
case. We controlled for Circuit × Year and legal issues fixed effects. Standard errors clustered at judge level in parentheses.∗

p < 0.1,∗∗ p < 0.05,∗∗∗ p < 0.01

Table 2: Polarization in Divided Panels

Text Citation Dissent Vote
(1) (2) (3)

Minority -0.020∗∗∗ -0.030∗∗∗ 0.012∗∗∗

(0.006) (0.004) (0.001)
Observations 225817 196097 742495
R2 0.320 0.065 0.012
Circuit × Year FE ✓ ✓ ✓
Legal Issue FE ✓ ✓ ✓

Notes: Effect of being a minority judge (D of DRR or R of RDD) on the polarization in texts and citations, and the likelihood to
cast a dissenting vote, controlling for Circuit × Year and legal issues fixed effects. The unit of observation for Column (1) and (2)
is at the opinion level, and Column (3) is at the vote level. Standard errors clustered at judge level in parentheses. The sample is
cases with judges from both political parties. ∗p < .1, ∗ ∗ p < 0.05, ∗ ∗ ∗p < .01.
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The results of this analysis are detailed in Table 3.249

We find that judges reduce polarization in both the texts of opinions and citations preceding midterm250

elections, indicating a notable shift in judicial behavior during these periods. This trend contrasts with251

the pattern observed before Presidential elections, where such polarization does not exhibit a significant252

change. A plausible explanation for this discrepancy can be linked to the heightened partisan political253

priming associated with Presidential elections. According to [14], this kind of priming is intense during254

Presidential elections, potentially neutralizing the judges’ inclination to reduce polarization under scrutiny.255

Furthermore, an intriguing pattern emerges in the context of both midterm and Presidential elections256

as they draw near: an increase in dissenting votes. This observation, documented in Column 5, aligns with257

what can be described as a ‘whistleblowing effect’ similar to that found on politically divided panels. During258

periods of increased scrutiny, which are common around election times, judges might express dissent more259

openly, a behavior that is consistent with a whistleblowing response.260

To summarize, we investigate two different situations of increased scrutiny, which prior research has261

suggested can lead to greater dissent and whistleblowing. With this greater scrutiny, we observe a reduction262

in polarization in prose and citations to precedent. Such a response suggests a complex interplay between263

the political environment and judicial decision-making.264

3.3 Polarization and Promotion Incentives265

In this section, we analyze an institutional factor that is likely to influence political polarization in266

the courts: promotion incentives. We concentrate on the nomination process for Supreme Court of the267

United States (SCOTUS) justices, where Circuit Court judges are potential candidates for elevation to the268

highest court by presidential and senate appointment. This scenario raises a question: do judges demonstrate269

increased partisan polarization in their reasoning and decision-making as a strategy to secure a nomination?270

Drawing on the findings of [9], who observed that judges on the president’s “shortlist" are more likely271

to write dissent opinions and vote in line with the presidents, our analysis seeks to understand if politically272

motivated reasoning might change with SCOTUS vacancies using a much larger sample of judges and years.273

Detailed methodology and data processing information for this analysis are provided in the SI appendix.274

In Table 4, we present our results using the same specification as in Table 1. The results indicates no275
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Table 3: Electoral Cycles in Text and Citation

(1) (2) (3) (4) (5)
Prose Precedents Dissent Vote

All Op Dis Op All Op Dis Op
Quarter to election=1 0.004 -0.019 -0.002 0.007 0.005∗∗

(0.005) (0.013) (0.003) (0.006) (0.002)
Quarter to election=2 0.005 -0.021 0.003 0.001 0.003∗

(0.004) (0.013) (0.002) (0.006) (0.002)
Quarter to election=3 0.009∗∗ -0.003 0.004∗∗ 0.002 0.003∗

(0.004) (0.011) (0.002) (0.006) (0.002)
Quarter to election=4 0.010∗∗ -0.019 0.001 -0.014∗∗ -0.001

(0.004) (0.013) (0.002) (0.006) (0.002)
Quarter to election=5 0.010∗ 0.004 -0.001 -0.010 0.002

(0.006) (0.017) (0.003) (0.008) (0.002)
Quarter to election=6 0.005 -0.006 0.000 -0.011 0.001

(0.006) (0.017) (0.003) (0.008) (0.002)
Quarter to election=7 0.006 0.008 -0.001 -0.008 -0.001

(0.006) (0.017) (0.002) (0.008) (0.002)
Quarter to election=8 -0.008∗ -0.025 -0.002 -0.019∗∗ 0.001

(0.005) (0.015) (0.002) (0.007) (0.002)
Quarter to election=9 -0.012∗∗ 0.001 -0.002 -0.018∗∗ 0.005∗

(0.006) (0.019) (0.003) (0.009) (0.002)
Quarter to election=10 -0.012∗∗ -0.009 -0.001 -0.021∗∗ 0.003

(0.006) (0.019) (0.003) (0.009) (0.002)
Quarter to election=11 -0.006 -0.010 0.000 -0.016∗ 0.003

(0.005) (0.019) (0.003) (0.009) (0.002)
Quarter to election=12 -0.011∗∗∗ -0.015 -0.003 -0.010 -0.001

(0.004) (0.013) (0.002) (0.006) (0.002)
Quarter to election=13 -0.003 -0.021 0.000 -0.004 0.000

(0.005) (0.015) (0.002) (0.007) (0.002)
Quarter to election=14 -0.009∗ -0.031∗∗ 0.000 -0.000 -0.002

(0.005) (0.015) (0.002) (0.007) (0.002)
Quarter to election=15 -0.002 -0.021 0.002 0.003 -0.002

(0.004) (0.013) (0.002) (0.006) (0.002)
Observations 190135 17110 178609 13494 606999
R2 0.243 0.137 0.097 0.086 0.008
Circuit × Year FE ✓ ✓ ✓ ✓ ✓
Season FE ✓ ✓ ✓ ✓ ✓
Legal Issue FE ✓ ✓ ✓ ✓ ✓

Notes: The unit of observation for Column (1) to (4) is at the opinion level, and Column (5) is at the vote level. Standard errors
clustered at judge level in parentheses. The base period is 16 quarters to Presidential Elections. The sample is cases published
after 1975. ∗ p < 0.1,∗∗ p < 0.05,∗∗∗ p < 0.01
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systematic differences between judges on the presidential shortlist and their non-contender counterparts;276

moreover, a Supreme Court vacancy does not result in significant changes in behavior across the entire judi-277

cial spectrum in Circuit Courts. However, during a Supreme Court vacancy, contender judges demonstrate278

noticeably more polarization in their selection of legal precedents. Nevertheless, we observe no significant279

extension of this trend to their writing style or voting patterns. From a theoretical standpoint, it is remark-280

able that contender judges choose to standout to a potential nominating president through their citations to281

precedent, which we previously documented to be less polarizing in general. Presidents may look to nom-282

inate partisan/ideological allies rather than individuals that are politically ambiguous or moderate in their283

behavior in how they follow precedents.284

Table 4: Polarization in SCOTUS Vacancies

Text Citation Dissent Vote
(1) (2) (3)

Vacancy -0.001 -0.001 0.000
(0.003) (0.001) (0.001)

Contenders -0.041 -0.005 0.003
(0.039) (0.021) (0.005)

Vacancy × Contenders 0.016 0.017∗∗ -0.001
(0.019) (0.008) (0.006)

Observations 49,711 46,759 153,672
R2 0.257 0.100 0.008
Circuit × Year FE ✓ ✓ ✓
Legal Issue FE ✓ ✓ ✓

Standard errors in parentheses
∗ p < 0.1,∗∗ p < 0.05,∗∗∗ p < 0.01

Notes: Effect of being a SCOTUS vacancy contender on the polarization in texts and citations, and the likelihood to cast a
dissenting vote, controlling for Circuit × Year and legal issues fixed effects. The unit of observation for Column (1) and (2) is at
opinion level, and Column (3) at the vote level. Standard errors clustered at judge level in parentheses. Sample is cases with
judges from both political parties after 1975. ∗p < .1, ∗ ∗ p < 0.05, ∗ ∗ ∗p < .01.

4 Conclusion285

Judges are nominally expected to sit above the partisan fray. However, we find they are divisive in their286

rhetoric and citations to legal precedent. We find that both text and citations display polarization, with text287

being even more polarized. In addition, judges display less polarization in reasoning when under greater288

scrutiny, sitting on divided panels, or before elections.289
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Lifetime-appointed judges assert that their decisions are not influenced by politics. However, their voting290

trends and the intense partisan struggles during confirmation processes suggest otherwise. Our findings291

reveal the political nature of judicial reasoning measured in their rhetoric and their citations to precedent. If292

judges cherry-pick their precedents, this casts a shadow over the fairness of their decisions. A diminished293

sense of legitimacy can lead to decreased compliance with the law, which can have social and economic294

implications. Trust has been shown to have impacts, see [1]’s recent paper documenting this link causally.295

They show that enhanced trust spurs reliance on formal institutions. Reliance on formal institutions can, in296

turn, propel economic development, investments, and entrepreneurial undertakings. While our paper may297

not directly quantify these effects, it seeks to underscore their significance.298
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A Training411

A.1 Text Classification412

We implement fine-tuning on three popular transformer-based pre-trained models and use a simple av-413

erage ensemble of predictions as the final predictions of texts on political affiliations of judges. The first414

model we use is DistilBERT [44], a smaller version of the BERT model designed to overcome the slow415

training problem of BERT [21] due to the large model size while obtaining similar performance as BERT.416

Secondly, we use two improved version of BERT, XLnet [54] and twitter-RoBERTa [13] that are trained on417

larger corpus and with improved architecture than the original BERT model.418

For fine-tuning, we used the Python package transformer and accessed pre-trained models from419

Huggingface.co, a collaborative open-source platform for model sharing. The distilbert-base-uncased-420

finetuned-sst-2-english model was fine-tuned using default parameters over five epochs on 70% of a 10%421

sample (comprising 22,922 opinions), with the remainder serving as the test set. The xlnet-base-cased and422

twitter-roberta-base-sentiment-latest models were trained on 70% of a 5% sample for five epochs with a423

learning rate of 2e-5, other parameters being default, due to computational limitations. Post fine-tuning,424

these models were applied to the entire sample for political party predictions.425

Overall, three models exhibited comparable results, consistently achieving a prediction accuracy around426

0.7, shown in Table 5. Altering the number of epochs from two to eight did not significantly impact the427

outcomes, as we consistently employed the best model for predictions.

Table 5: Model Performance Metrics, Text Classification

Model Training Loss Validation Loss Accuracy N
DistilBERT 0.5013 0.5481 0.707588 22,292
twitter-RoBERTa 0.4897 0.5960 0.700084 11,146
XLnet 0.4740 0.5926 0.698619 11,146

428

A.2 Citation Classification429

We first use a grid search method with K-fold cross validation to tune the parameters used in different430

algorithms (a list of commonly used algorithms) in order to maximize the evaluation metric of that algorithm431
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(here we used the AUC score). Then we use a voting ensemble method based on the best estimator of each432

model to average results obtained from the set of algorithms. The analysis is done using Python packages433

scikit-learn and xgboost. After training, we apply the ensemble model on full sample.434

For each algorithm, we allow the algorithm to search among a set of possible parameters to optimize the435

prediction, as in [8]:436

• Elastic Net. A10-fold cross validation is added to the algorithm to choose the optimal mixing parame-437

ter of LASSO and ridge regression among a vector of possible choices: [0.1, 0.15, 0.5, 0.7, 0.95, 0.99,438

1].439

• Decision Tree. We use a 10-fold cross validation to choose the optimal minimal samples per leaf440

among a vector of possible choices: [1, 5, 10, 20, 50, 100, 150, 500, 1000].441

• Random Forest. We use a 10-fold cross validation to choose the optimal minimal samples per leaf442

among a vector of possible choices: [5, 10, 20, 50, 100, 200, 500, 1000].443

• XGBoost, by [15]. We use a 10-fold cross validation to choose the optimal maximum number of leafs444

among a vector of possible choices: [3, 5, 10, 20, 50, 100, 200, 500, 1000].445

• K-Nearest Neighbors. We use a 10-fold cross validation to choose the optimal number of neighbors446

among a vector of possible choices: [20, 50, 100, 200, 300, 500].447

Overall, the voting ensemble is as good as every individual algorithms, and the accuracy is around 0.60.448

Table 6: Model Performance Metrics, Citation Classification

Algorithm F1 Score Accuracy N
Elastic Net 0.5621 0.5821 192,758
Regression Tree 0.5651 0.5764 192,758
Random Forest 0.5865 0.5974 192,758
XGBoost 0.5763 0.5868 192,758
K-Nearest Neighbors 0.5682 0.5884 192,758
Voting Ensemble 0.5797 0.5946 192,758

449
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B Polarization across Time450

In this section, we re-examined the patterns presented in Figure 1 of the main paper, employing a linear451

regression model with fixed effects for Circuit Court and Legal Issue. This analysis aimed to assess polar-452

ization across three dimensions: prose, precedent, and policy. As shown in Figure 3, a marked increase in453

textual polarization is observed starting from the 1970s, indicating a shift towards more politically charged454

language in judicial opinions. In contrast, precedent polarization does not show a significant change, rein-455

forcing the notion that language, rather than legal precedents, has become a primary medium for expressing456

politically motivated reasoning. Furthermore, dissent rates along party lines have been on the rise since the457

1970s, suggesting an increasing tendency for judges to vote in accordance with their political affiliations.458

C Polarization by Experience459

To explore the underlying mechanism of behavioral anomalies, we examined if such anomalies diminish460

with experience. Specifically, we focused on whether anomalies are driven by Type I thinking, which may461

erode with experience, unlike Type II thinking, like motivated reasoning, which are more reflective and462

intentional. Using the same linear regression framework, we analyzed how polarization in reasoning varies463

with judges’ experience. Our findings, presented in Table 7, reveal that polarization in prose remains largely464

unchanged with experience, except for a notable increase among judges with 15 to 25 years of experience.465

These results suggest that while judges’ experience do not significantly impact polarization in their textual466

content, their selection of precedents becomes a bit more polarized in the middle of their careers. This467

finding is particularly striking given the overall increase in textual polarization over the years, suggesting468

that this trend might not be primarily driven by the accumulation of judicial experience. Further research is469

necessary to fully understand these dynamics and the factors influencing them. These patterns, where prose470

polarization is mostly unaffected by experience, suggest that the behavioral anomalies are driven by Type II471

thinking, being more reflective and intentional in nature.472

D Polarization during Vacancies473

As noted by [42], since the era of President Eisenhower, there has been a growing trend for presidents474

to prefer individuals from federal courts as potential Supreme Court candidates. This preference may be475
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attributed to the clearer ideological traceability of federal judges compared to candidates from other back-476

grounds. Since President Ford’s nomination of Justice John G. Roberts, approximately 73% of the nominees477

have been Circuit Court judges. In light of this trend, our study focuses on all Supreme Court vacancies from478

1975 to 2013. We consider the vacancy period, plus the six months preceding it, as our sample timeframe.479

Following the approach of [9] for defining vacancies and contenders, we identify the start of a vacancy as480

the date a justice first informs the president of their intention to step down. The vacancy period ends when481

the Senate confirms the nomination. We define contenders as judges included in the president’s shortlist482

for each vacancy, based on the criteria established by [42]. Our analytical specification for examining the483

influence of promotion incentives on judicial polarization is outlined below:484

Yit = α+ βV acancyt + γContenderi + δV acancyt × Contenderi + η′Zit + εit (1)

where Yit is the polarization outcome (e.g. dissent rate), and Zit are Circuit × Year and legal-issue fixed485

effects. We estimate the equation using OLS with robust standard errors clustered by individual judge.486

The coefficient of primary interest is δ, which measures the average difference in the polarization outcome,487

accounting for the fixed effects, for contenders during the periods of judicial vacancies.488
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Figure 3: Polarization in prose, Precedent, and Policy across time

Notes: The temporal changes in polarization in texts, citations, and dissent votes. The baseline level is 1890-1900. We control for
Circuit and Legal Issue fixed effects. Standard errors clustered at judge level in parentheses.
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Table 7: The effect of experience on polarization

(1) (2)
Text Citation

Age -0.000 -0.001∗∗∗

(0.001) (0.001)
Experience ∈ [5, 10) -0.000 0.004

(0.005) (0.003)
Experience ∈ [10, 15) -0.008 -0.001

(0.010) (0.006)
Experience ∈ [15, 20) -0.002 0.017∗

(0.016) (0.009)
Experience ∈ [20, 25) -0.005 0.025∗

(0.021) (0.013)
Experience ∈ [25, 30) -0.025 0.010

(0.027) (0.017)
Experience ∈ [30, 35) -0.030 -0.007

(0.033) (0.022)
Experience ∈ [35, 55) -0.039 -0.018

(0.042) (0.032)
Observations 312930 271059
R2 0.334 0.117
Circuit × Year FE ✓ ✓
Legal Issue FE ✓ ✓

Notes: The baseline level is Experience ∈ [0, 5) years. Standard errors clustered at judge level in parentheses.
∗p < .1, ∗ ∗ p < 0.05, ∗ ∗ ∗p < .01.
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