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The deterrent effect of the death penalty is a classic legal and economic question that remains unanswered (Nagin and Pepper, eds 2012; Ehrlich 1975; Donohue and Wolfers 2005). What makes causal estimates challenging is that locations that allow the death penalty differ from those without it in ways that independently affect levels of crime, and executions are frequently delayed and hidden from the public (Katz et al. 2003). Yet, as one economist stated, “if I was allowed 1,000 executions and 1,000 exonerations, and I was allowed to do it in a random, focused way ... I could probably give you an answer” to the question of whether the death penalty deters crime. Such a scenario is thankfully unlikely to occur, but the use of the death penalty in the British Army during World War I provides a close approximation. This paper uses the quasi-random application of the death penalty in the British Army during WWI to test whether executions deterred desertion.

British WWI executions were designed for maximum deterrence—immediate, brutal, and often carried out by fellow soldiers from the deserter’s battalion. Promulgation would occur on the same day, with many condemned soldiers paraded in public (Putkowski and Sykes 2007, p. 18). Relatively clear high-frequency variation randomizes whether (a person sees that) a crime leads to execution. Two preconditions for any deterrence are perceptions of risk of criminal sanctions (Apel and Nagin 2011; Lochner 2007; Sah 1991; Nagin and Pepper, eds 2012; Donohue and Wolfers 2005; Cohen-Cole et al. 2009; Manski and Pepper 2011), and whether capital crimes were premeditated. Deserting, quitting, sleeping, etc., occurred away from the front line (Peaty 1999, p. 200, 201, 206). Unlike cowardice (if a soldier turns his back on the enemy and runs away), desertion was subsequent absence from the scene of danger with intent of avoiding danger (Peaty 1999, p. 199).

Sentencing has undergone several intellectual revolutions—retribution, rehabilitation, deterrence, community policing, and fairness. In parallel to the behavioral economics revolution, legitimacy is perceived to impact criminal behavior more than sentencing severity. Legitimacy does not affect behavior if only deterrence drives the response to law (Becker 1968); but, as many argue, “if [citizens] regard legal authorities as more legitimate, they are less likely to break any laws, for they believe that they ought to follow them, regardless of potential for punishment” (Tyler 2006, p. 4). The existence of a large, subordinated minority—the Irish—allows exploring this channel. Like minorities elsewhere (Donohue 2013; Alesina and La Ferrara 2014), the Irish were disproportionately sentenced to death—but conditional on the sentence—they were equally likely to be executed, which allows separately identifying the role of legitimacy in non-compliance to law.

Section 1 provides historical background on the use of the death penalty by the British Army during WWI. British Army executions for desertion during WWI were designed for maximum deterrence. They were immediate, brutal, and often carried out by fellow soldiers from the deserter's battalion. Convinced of the deterrent power of the death penalty (Oram 2003, pp. 39, 69; Putkowski and Sykes 2007, p. 11; Babington 1983, p. 19), British military officers sentenced over 3,300 soldiers to death, but only about 12% of them were executed (Figure 1). Commanders were reluctant to execute soldiers who might still make some contribution (Oram 2003, pp. 2, 4; Moore 1975, p. 70) and were wary of popular anger at home among the British public. Historians assess the death penalty to have been a pitiless lottery. Soldiers whose sentences were commuted, typically to prison terms or hard labor after the war, returned to the trenches (Oram 2003, p. 69). Soldiers were unaware of death sentences unless executions were carried out (Graham-Harrison, ed. 1907, p. 318-9).

Section 2 presents the eleven data sources that I digitize and link together. The British kept detailed administrative records, which survived WWII. Court martial records were not released for 75 years, but since their release historians have pieced together (1) a general account of death sentences, executions, and commutations (Oram 2003). I link this data to absentee lists collated after roll call every morning and circulated among the military police searching for deserters. Lists are preserved in the British National Archives in (2) surviving war diaries, (3) Police Gazettes, and (4) handwritten trial registries of deserters. I link these data by military unit and date using the (5) Order of Battle (Baker 1996), which I digitize to obtain troop movements, both physical and organizational (e.g., battalions moving to another division). I employ the (6) Soldiers Died in the Great War database of all casualties to measure point-in-time unit combat danger. The Order of Battle of Divisions provides (7) commanding officers at each unit level and date and (8) lists of battles for each division, which I use to point-in-time geolocate each military unit. Additional covariates, such as soldiers’ birthdates, enlistment dates, enlistment location, and birthplace, are preserved in (9) surviving portions of the Service and Pension Records, which I link by soldier’s name to the other datasets. I use (10) a dictionary of Irish surnames to identify soldiers of probable Irish ethnicity. A fuller account of the assessment of probable Irish ethnicity can be found in Appendix C. Finally, I use the (11) Medal Rolls Index, which contains virtually all soldiers who served, to validate the use of the surname dictionary vis-à-vis official statistics regarding Irish enlistment.2

Section 3 quantitatively assesses execution randomness. Some historians believe in

2Some government sources quote national statistics that refer to Irish birthplace, while others refer to Irish regiments. I follow the historical citations to the original source.
Figure 1 — Death Sentences and Outcomes for BEF Units

Notes: This figure shows the distribution of death sentences during the course of the war in the bottom panel and the absentees reported in the War Diaries in the top panel. The sequence of tick marks along the bottom axis represent each death sentence, with upward-pointing ticks indicating a commutation and downward-pointing ticks indicating an execution. The sequence of tick marks along the bottom axis in the top panel indicates the data preserved in the War Diaries. The dotted vertical lines in the top panel indicate the start of major British offensives. In the bottom panel, the tick marks indicate the data preserved in the War Diaries. The absence of death sentences during the course of the war is reflected in the War Diaries.
strong randomization, but others argue that Irish soldiers, non-commissioned officers, and those seen as physically weak or undesirable were more likely to be executed (Oram 2003, pp. 9, 56, 61, 74). Others surmise that certain units were targeted due to a perceived lack of discipline (Babington 1983; Putkowski and Sykes 2007, p. 17; Putkowski and Dunning 2012, p. 212). I show that execution decisions are uncorrelated with Irish ethnicity, rank, and age. They are also uncorrelated with unit-level casualties, desertion, execution rates, commanding officers’ fixed effects and ethnicities, timing with respect to major battles, distance to the coast or to Germany, seasonality, and army type. I show the sequence of execution decisions within a unit is statistically indistinguishable from a random string of 1s and 0s. In doing so, I consider metrics of the Commander-in-Chief, who made the final decision on every case, targeting perceived indiscipline (long runs of executions), feeling that certain units were “due” for an execution (negative autocorrelation), and addressing “groups of bad apples” (positive autocorrelation). Irish execution decisions are also consistent with randomization. My analysis sample includes 466 Irish and 1,942 non-Irish death sentences.

Section 4 adopts the language of potential outcomes. I observe what happened in a particular Army division following an execution — I would like to know what would have happened if that same unit had instead experienced a commutation (Rubin 1974). However, the within-unit design means that each division is essentially serving as its own control. This method is problematic if past events in a unit’s history continue to affect outcomes in later time periods. I thus develop three sets of analyses. The first set of analyses assumes a strong form of SUTVA (stable unit treatment value assumption) where only the most recent event matters. This is a reasonable assumption based on theoretical models of rational inattention (Sims 2003; Caplin and Dean 2015) and experimental research indicating that recent events are more salient (Kahneman 2011; Hertwig et al. 2004). The second set of analyses assumes a weak form of SUTVA and parametrically models the effects of previous events. I explore whether or not the results are robust to the inclusion of prior events in the model specification. The third set of analyses uses a day-by-day maximum likelihood model of absence, where each unit has some probability of experiencing absence on any particular day. I model how this probability depends on all previous death sentences, their outcomes, and distance in time. This combines the effects of salience and the execution rate. Notably, the distribution of past events identifies exogenous shifts in the local execution rate in different divisions (Figure 2), which can be used to separately estimate the impact of the execution rate across many events from the impact of execution salience from the most recent event. To put this in context, random variation in the sequence of executions creates exogenous temporal variation in how
strictly the death penalty is applied, which is similar to existing studies using variation in execution rates (but summarized critically by Donohue and Wolfers (2005)).

Section 5 presents results. There is mixed evidence of deterrence. If there is deterrence, it is the execution rate that deters, not the execution salience of the most recent event. Executing Irish soldiers spurred absences. After Irish executions, 19% of the immediately following absences were Irish whereas after a British execution, 11% of the following absences were Irish. After commutations of either ethnicity, 13% of the next absences were Irish, consistent with randomization and ignorance of commutations. Irish executions increased the hazard of absence by 2-3 fold out of a median time of 2 weeks to the next absence. The day-by-day framework also finds that Irish executions spurred Irish desertions.

Section 6 presents a model of legitimacy – the perceived morality of following the law or not. Would-be deserters weigh the benefits of desertion against economic costs (probability of execution), social costs (shame), and psychological costs (violating duty) (Beckett and Simpson, eds 1985). A soldier only motivated by economic costs will be less likely to desert following an execution, but social and psychological costs can outweigh economic costs. If social/psychological costs fall far enough for one group, then those who desert might be admired for refusing to submit to an unjust regime. This may be one reason why we regard “lawbreakers” such as Nelson Mandela, Rosa Parks, and Sophie Scholl as heroes. Their apprehension and treatment by authorities contributed to the collective view of the unjustness of the legal authorities they resisted. It may be a reason why insurgencies flourish when the crime is “resisting the state”; insurgency is when state legitimacy is in question and the (inverted) social shame response to nominally criminal behavior is likely to be strongest. Courting punishment by authorities to highlight the injustice and illegitimacy of those authorities was a stated strategy of Martin Luther King, famously in his letter from a Birmingham jail: “I am in Birmingham because injustice is here... Injustice anywhere is a threat to justice everywhere.” The period before the Irish War
of Independence of 1919-1921 is likely one where Irish would have felt less loyalty to the British.

The differences between this study and contemporary criminal justice scenarios are vast, so a more nuanced understanding of the differences is warranted for rigorous policy lessons. One way to interpret the British experience during WWI is that it provides a low-bar test for the death penalty. Finding a deterrence effect would not be a strong argument, leaving aside moral issues, that the death penalty is good policy. Yet a negative result showing limited deterrent effect might have more policy salience since executions took place almost immediately in order to maximize their deterrent effect. Desertion is also certainly not analogous to murder, and criminals weighing potential homicide are certainly different from soldiers weighing military desertion. However, all else being equal, more executions should deter absences, and if we find this not to be the case, then we may doubt a behavioral response to the death penalty, which is still in place for over 60% of the world’s population, despite a lack of empirical evidence regarding the deterrent effect of the death penalty. I provide evidence of a mechanism for legal compliance beyond deterrence that has received less attention in the formal literature, and that state-imposed sanctions can undermine state legitimacy.

1 Historical Background

Most British military officers from the WWI-era viewed the death penalty as essential to military discipline. Senior officers were, seemingly without exception, death penalty advocates, viewing it as their only recourse for maintaining discipline after corporal punishment, such as branding and public flogging, was outlawed as inhumane in the preceding half-century (Oram 2003, p. 38). Sir Neville Macready, a former B.E.F. (British Expeditionary Force) Adjutant-General, stated “if you abolish the death penalty you might as well abolish the army” (Jahr 1998, p. 314). General Horace Smith-Dorrien wrote, “There is a serious prevalence of desertion to avoid duty in the trenches...and I am sure that the only way to stop it is to carry out some death sentences” (Oram 2003, p. 69; Babington 1983, p. 19). Courts martial records also indicate many instances where military officers claimed that “the state of discipline” of a particular unit “requires an example” (Department of Foreign Affairs 2004, p. 38). In order to deter desertion, the military made the death penalty common knowledge among soldiers. “It is well known ... to all soldiers that desertion in the face of the enemy is liable to be punished by death” (Under-Secretary of State for War Harold Tennant, quoted in The Western Gazette, 28 January 1916). When recruits joined the army, they were informed that the death penalty could be inflicted upon anyone who deserted while on active service (Moore 1975, p. 50).

Importantly, soldiers were not informed of impending offenses. Infantry soldiers would
typically have only 12-24 hours advance notice, even if they were in the front line or reserve trenches. Furthermore, when it came to a major offensive, they could not have anticipated anything about the scale of preparations until the artillery barrage commenced, at which point there would no doubt about what was going to happen. Casualty totals were kept strictly secret (Ferguson 2008). There was relatively little opportunity for a soldier to desert on the front, as they would be immediately shot. Moving soldiers was like “squeezing toothpaste” and the battle police were always close behind. Barriers prevented men from leaving the front line and collected stragglers for redistribution to their unit’s forward position (Sheffield 1996, p. 76). Deserters who were shot immediately would not be in the lists of absentees collated after morning roll calls in my data, which were more likely to include the soldiers who deserted overnight.

Battalions generally rotated in a 1:1:1 ratio, amounting to 10 days in the front, 10 days in reserve, and 10 days at rest every month (Baker 1996). Because soldiers were moved at night, the best opportunity to desert was during rotation. Although some soldiers fled during battle and were later convicted of desertion (Babington 1983), desertion can be considered relatively cool-headed in contrast with another capital crime, cowardice in the face of the enemy (Peaty 1999, p. 199). The fact that desertions often took place far from the front line has led some historians to conclude that desertions cannot be deemed the result of shell shock (Peaty 1999, pp. 200, 201, 206). A soldier who went missing during battle would generally be categorized as a straggler and not as a deserter.

Practically all absentees were caught and arrested within two weeks. Jahr (1998, 2014) analyzes the infantry records of seven divisions. He finds that many soldiers’ absences ended after 1 or 2 weeks, but a few soldiers were not caught for at least four weeks. The prevalence of British and French military police in forward areas, and French civilians’ general unwillingness to risk helping a deserter, rendered a deserter’s apprehension a virtual certainty. The high rate of apprehension is consistent with available statistics, which indicate that the number of absentees and deserters is close to the number of trials for absentees and deserters. The desertion rate at home and abroad was 10.26 per 1,000 men, entailing that in an army of 5.4 million serving in France and Flanders, there were

---

3 For a list of definitions, see Graham-Harrison, ed. 1907, p. 267, Retrieved from http://archive.org/stream/manualofmilitary00greauoft#page/267/mode/1up (with free login).

4 Most British soldiers only had a rudimentary knowledge of French, and civilians would rarely risk knowingly helping a deserter because it was an offense for which they could be jailed or severely punished. Deserters were viewed as being, if not dangerous, a nuisance because they were compelled to live off the country, scavenging and stealing food, money, or clothing.

5 Post-war statistics show that the overall desertion rate between 1914 and 1918 was 10.26 per 1,000 men - so that in an army of 1 million men, there were over 10,000 absentees ... The size of the problem was already becoming apparent by mid 1915, when instructions were issued by the War Office, drawing attention to the fact that there had been 1,251 desertions from the Expeditionary Force and over 20,000
roughly 55,400 deserters. The estimated number of deserters may be too high, since the fog of war would make it very hard to pin down the true number. In addition, officers were required to report absences to the Police Gazette “as soon as it is known that a soldier has absented himself,” which may further increase overcount. Historians are doubtful that officers would conceal absences, because doing so would lay them open to being charged with an offense of violating routine orders. If a deserter was captured far from his unit (e.g., by military police or an officer from another unit), a report would be sent to the commander of the division, and the resulting publicity would require the lower level commander to “acknowledge publicly his soldiers’ crimes or to make an example” (Corns and Hughes-Wilson 2007, p. 89). Thus if there was overcount of absences, the true number of absentees and deserters (nominally 55,400) would be closer to the number of trials (44,395) and consistent with deserters being invariably caught. Official records indicate 44,395 courts martial for absentees or deserters, of which 7,361 were for desertion and 37,074 were for absence (The War Office 1922, p. 667), which suggests that at least 80% were caught.

Most desertions in France and Flanders were handled by Field General Courts Martial (FGCM), which were less formal and easier to convene than a full General Court Martial (GCM). The GCM was generally reserved for officers, while the vast majority of deserters were not officers. The FGCM was comprised of at least three officers, the president holding the rank of major or above. The court could only pass a death sentence if all members agreed (Department of Foreign Affairs 2004, p. 7). Prosecution was handled by the accused soldier’s adjutant and defense handled by a junior regimental officer. Trials were private (Babington 1983, p. 13), so the typical soldier had little news about death sentences or about deserters until an execution was promulgated. They would therefore be unaware of randomization. Soldiers who deserted in the UK while their unit was based in France

desertions from the new army, reserve and other regular units.” Corns and Hughes-Wilson 2007, p. 216. Since 146,730 members of the army were struck off as deserters from Aug 1914-March 1920 at home and abroad (https://archive.org/stream/statisticsofmili00grea#page/82/mode/2up. Free login available.), I infer that Corns and Hughes-Wilson 2007 refers to deserters at home and abroad.

6“When there is good ground for supposing an absentee to have deserted, the report should be rendered within 24 hours after the absence has been discovered, but in no case should it be delayed beyond 5 days.” The King’s Regulations and Orders for the Army (1914), London: His Majesty’s Stationary Office, Para. 514, p. 117. After 21 days, an absentee was presumed to be a deserter and a court of inquiry called regarding “the illegal absence of a soldier.” King’s Regulations (1914), Para. 673, p. 149.

7To put this in historical perspective, only 40% of deserters during the U.S. Civil War were caught, and deserters faced a negligible risk of death if arrested (Costa and Kahn 2003). 14% of Union army soldiers deserted during the American Civil War, compared to 1% for the British Army during World War I. In addition, British Army deserters were not subject to the death penalty during World War II, and the desertion rate was high enough that the Army wanted to reintroduce the death penalty in 1942 but politically could not do so (Bond et al. 2010, p. 213).
and Flanders would be returned to their unit and tried by the FGCM. Typically, these soldiers had failed to return to the front after furlough or after convalescence in the UK.\footnote{There was also the District Court Martial (DCM), which handled UK desertions and absence without leave for draft dodgers after conscription began and those who deserted while their unit was based in the UK. Including these, the total number of soldiers and officers tried for desertion or absence at home or abroad was 126,818 from August 4, 1914 to March 31, 1920 (The War Office 1922, pp. 83-89). The 31,390 desertion and 51,249 absence DCM trials are not the subject of my analysis. The DCM could only impose a maximum sentence of two years of imprisonment. Historical discussions of sentences for desertion often do not distinguish between DCM and FGCM, and make ambiguous statements, e.g., 46% of desertion trials in July 1915 resulted in sentences of less than three months (Corns and Hughes-Wilson 2007, p. 216). Citations to War Office statistics may not distinguish between DCM and FGCM trials.}

The usual defense for desertion was a plea of extenuating circumstances \cite{Graham-Harrison,ed,1907}. Convicting a soldier for desertion required establishing intent \cite{Corns and Hughes-Wilson,2007,pp.44-5; Oran,2003; Department of Foreign Affairs,2004,p.7}. Intent to desert would be presumed if there was evidence to indicate intent of not returning (e.g., wearing civilian clothes or failing to report for a key deployment) or if the soldier had been absent for at least 21 days.\footnote{Someone missing for 21 days was presumed to be a deserter \cite{Putkowski and Sykes,2007,pp.13-14; King’s Regulations and Orders for the Army,1914,Para.673,p.149,Para.514,p.117}.} However, “in any case of doubt as to whether [desertion or absence without leave] has been committed, the court should find the accused guilty of the less[er] offense.”\footnote{Retrieved from http://archive.org/stream/manualofmilitary00greauoft#page/19/mode/1up. Graham-Harrison, ed 1907 III.20, p. 19. A free login is necessary for viewing.} The offense of absence did not typically receive the death penalty.

Historians were previously unsure whether soldiers convicted for desertion were invariably sentenced to death in FGCM trials. Only Jahr (1998)’s statistical analysis of 7 divisions (analyzing a subset of the data source that I digitize) found that all FGCM trials for desertion resulted in conviction, but not every trial resulted in a death sentence.\footnote{By the end of 1917, sentences of over 5 years of imprisonment constituted an increasing share, while death sentences constitute a decreasing share of sentences for desertion.} My analysis of all 144,609 FGCM trials, of which 13,309 are for desertion, is consistent with Jahr—all but 3% of soldiers tried for desertion were convicted, but only a small fraction (13%) received a death sentence. If the true conviction rate is somewhere near 100%, then the official statistics of 7,361 desertion trials and 2,004 desertion death sentences, suggests a death sentencing rate near 27%. Regardless of the reason for issuing a death sentence, what is important for causal identification is whether executions, conditional on death sentences, are quasi-random. To put it another way, commutations serve as a control for factors associated with a death sentence when I examine the impact of executions.

Neither soldiers at the time nor British military historians knew about the low rate of death sentences for convicted deserters. It was policy that convictions for desertion
were promulgated: “In a trial of a member of His Majesty’s Forces, in which a conviction results, the result is always made public by means of the promulgation of the finding and sentence.”\textsuperscript{12} However, military regulations stated that informing the offender and no one else of the charge, finding, sentence, and confirmation will be sufficient promulgation to satisfy this rule (Army Act s. 53, note). Moreover, it is unlikely that the 130,936 FGCM convictions were circulated to the entire army—over 90 convictions a day would be unlikely to be remembered if circulated across the entire B.E.F. Widely circulating a large number of convictions that did not lead to death sentences would be inconsistent with repeated admonishments that “on active service the usual penalty is death” for leaving one’s post, cowardice, sleeping on one’s post, and violence to inhabitants, among other offenses (GRO signed by Smith-Dorrien, Commander of 2\textsuperscript{nd} Army B.E.F. France and Flanders, February 11, 1915 WO 95/646). I have not come across any primary or secondary source mentioning public knowledge of low rate of death sentences for convicted deserters, which would have been incredibly demoralizing if widely known. Therefore, it seems safe to conclude that soldiers had no way to know that executions were random, while understanding that deserters were executed.

Soldiers convicted of desertion were typically detained while awaiting their final sentence [Babington 1983].\textsuperscript{13} The final decision occurred within two weeks. Commuted sentences were suspended and served after the war, and the soldier was sent back to the trenches.\textsuperscript{14} Military authorities were always very anxious to ensure that either a spell in jail or detention was not viewed by soldiers as a way of avoiding front line service. Commuted sentences seem to have been unknown to the soldiers. Men were not immediately informed of their sentence, just that they had been found guilty. This is supposedly because the sentence only became legal when it was confirmed by the Commander-in-Chief. The judges serving on a court martial had to swear “not to divulge the sentence of the court until it is duly confirmed.”\textsuperscript{15} A commutation is not an acquittal. According to the Army Act, s.

\textsuperscript{13}Major Christopher Lowther (Assistant Provost Marshall 1917-1919, Member of Parliament for North Cumberland 1918-1922), \textit{Hansard} HC Deb. vol. 127, pp. 1603-4, 13 April 1920. Retrieved from http://hansard.millbanksystems.com/commons/1920/apr/13/new-clause-death-sentences-appeal#column_1603. In some cases, they were immediately thrown back into the trenches [Oram 2003] with the information that the sentence was being reviewed.
\textsuperscript{14}Through good conduct, soldiers with sentences to be served after the war could reduce or completely eliminate their sentence. Undersecretary of State for War Military Harold Tennant, \textit{Hansard} HC Deb. vol. 70, pp. 1212-3, 8 March 1915 (available at http://hansard.millbanksystems.com/commons/1915/mar/08/army-suspension-of-sentences-bill).
acquittals were to be read out in open court. However, if convicted a soldier would not know the nature of the conviction or sentence until the night before promulgation (Babington 1983, pp. 15, 17).

Officers would likely not have wanted to publicize commutations for fear of subsequent indiscipline in their unit and concerns over their own career and advancement. If soldiers knew about their own commutation, they would not want others to know, because deserters would face social censure or worse. Official statistics on death sentences, commutations, and executions were not made public until April 1920 (Corns and Hughes-Wilson 2007, p. 407). Compared to the plentiful primary sources in diaries, letters, and memoirs indicating that executions were known, there is scarce evidence that commutations were known. The two exceptions to the rule are first-hand accounts from the Western Front of announcements of commutations of death sentences (Carrington 1965, p. 128; Arthur 2002, p. 173). However, historians are doubtful regarding these accounts. The first memoir is not correct in the recollection of crimes and dates. The second account is written in a first-hand perspective but without any primary sources or interviews. A second-hand source attests that a convicted soldier would know about their death sentence before the execution or commutation decision: he would receive a secret envelope with the death sentence along with the information that the sentence was liable to revision by higher authority. This would likely have only occurred after April 17, 1918 when the Under Secretary for War, Macpherson, announced that those sentenced to death would be informed of the sentence prior to confirmation, rather than after confirmation, as had been the previous policy (Peaty 1999, pp. 208-209).

I have not found any general routine order that mentioned a commutation, or a lesser sentence, for a convicted deserter in primary or secondary sources. There is nothing written of public outrage over commuted death sentences. Executions were likely the only news about death sentences communicated to the typical soldier. The fact that there are no dates of commutations preserved in news circulars provides further evidence consistent with there being no public announcement of commutations of death sentences, and that

---

17 The Darling Report in Nov. 1919 revealed 89% of death sentences were commuted but not the numbers.
18 Carrington reports 3 deserters sentenced to death whose penalties were commuted to 3 months field punishment. But in Carrington’s unit, 3 death sentences were given out on June 11, 1916, all for Quitting—not deserting—and all commuted to 2 years hard labor. Three death sentences in other battalions in his regiment were commuted to 3 months field punishment, but the death penalties were handed down on February 7, 1915, before Carrington’s unit arrived in France on March 22, 1915.
soldiers had little or no awareness of randomization. In addition, some soldiers did not believe executions took place at all (Johnson 2015, p. 110), so their beliefs would be updated from a null prior.

After a death sentence was issued, each of that soldier’s commanding officers (in the battalion, brigade, division, corps, and army) had to submit his opinion to confirm or commute the sentence based on three factors: 1) a soldier’s fighting character and general behavior, 2) general discipline within his unit, and 3) whether the crime had been intentional. Once the paperwork was complete, the Commander-in-Chief made the ultimate decision, which some historians characterize as a “pitiless lottery” (Babington 1983).

Executions typically occurred within a few days after confirmation of the sentence and the soldier was informed the following morning. After confirmation of a death sentence, there would be a special parade of the sentenced man’s unit on the evening before the soldier’s execution, during which officers from the unit read extracts from the evidence at his trial, the findings and sentence of the court, and the order of confirmation by the Commander-in-Chief. Promulgation was to take place in front of as many men as could be made available (Babington 1983). Often, promulgation involved the entire battalion, sometimes other battalions in the brigade, but probably not the entire division, whose encampment could stretch for 15 miles. Executions were usually carried out by a squad from the victim’s battalion, often witnessed by the entire battalion or whatever companies were at hand. Hearsay, rumor, and newspapers (Sellers 2003) spread the word, once the shocked members of a firing squad shared their feelings with comrades (Corns and Hughes-Wilson 2007). The number of references to executions in diaries, letters and memoirs testifies to their impact.

While casualty rates were high, they were not as high (on average) as the probability of death conditional on desertion. Deserters were absent from the trenches for 4 weeks (2 weeks in hiding plus 2 weeks in detention). Of the 7,361 trials for desertion, 2,007 resulted in a death sentence, and of these, only 12% were confirmed, so on net, a soldier had a 3.3% chance of being shot.

20The government kept death sentences quiet, and records were not public for 75 years. There are only soldiers’ speculations that soldiers who would otherwise have been executed were instead compelled to take part in the forefront of the first available raid or assault on the enemy.

21For many soldiers, the experience of witnessing an execution and the fear generated by the rumors circulating in the trenches were a profound part of the wartime experience (Oram 2003). One soldier wrote about shooting his comrades, “It’s the only thing I look back on in my military career with shame.” A witness to another execution wrote, “I witnessed a shooting. ... It shook me a bit” (Sellers 2003). Another wrote, “The discipline out here is very severe. Men found absent or drunk or found out of bounds are tried by Court Martial and several men have been shot for straying away from camp. One was shot this morning” (Adamson 1997). “The Corporal was shot in Happy Valley. For discipline’s sake his whole Battalion was paraded to witness the proceeding. Other Battalions of the Brigade were close by. The Battalion was called to attention, and the firing party were ordered to fire” (Dalton 1986). Sometimes eyewitnesses felt sorry for the firing squad, likely not what the army intended.
chance of dying because he deserted during this month. The other 96.7% of the time, a deserter would be sent back to the trenches and face the same continuation probability of death. To be sure, the chance of dying was maximum at the front, so if my calculations of the casualty rate are conservative at the moment of desertion, the low overall rate of desertion (1%) is perhaps all the more surprising since the local probabilities might appear to favor desertion in every case. This in turn might suggest that duty or legitimacy played a more important role than material considerations (Beckett and Simpson, eds 1985). The degree of discipline and duty is suggested by a soldier’s recollection of a man with a wound in the head asking for permission before falling out of line (Lt. Colonel John Lucy 1938).

2 Data

2.1 Court Martial Death Sentences and Commutation Data My data includes all 3,342 death sentences, complete with name, unit, offense, sentencing date, rank, and outcome (execution with date or commutation), reference number in the national archives, age (if the soldier was executed), and theater of war, from August 1914 to September 1923 (Oram 2003). Original data sources include War Office (WO) records of the trials of soldiers who were executed (WO 71), registers of field general courts martial (FGCM) trials (WO 213/2-26), and general court martial (GCM) trials (WO 90). In my data, the date refers to the date of the death sentence, which is usually the trial date. It invariably differs from date of execution, which is listed separately. The categories of offenses with the highest number of sentences are: desertion (2,005), sleeping at post (449), cowardice (213), disobedience (120), and murder (118).

Final sentences in the dataset are those punishments (if any) ultimately confirmed by the Commander-in-Chief. Of the 3,342 sentences, 2,724 are from the B.E.F., the remainder coming from other countries such as Canada, New Zealand, etc. If the soldier’s original death sentence was not confirmed, then the soldier was either given a reduced sentence (hard labor, penal servitude, imprisonment, tied to a fixed object, or reduced in rank) or the sentence was sometimes “quashed” (i.e., vacated). Figure 3 plots the distribution of crimes for those sentenced to death and Figure 4 plots the distribution of crimes for commuted and confirmed death sentences.

2.2 War Diaries Data Absentee lists are partially preserved in monthly war diaries of the Assistant Provost Marshal (APM) for the four-year period from 1914 to 1918.

---

22 The other offenses are: Irish rebellion, quitting post (leaving guard duty), striking a senior officer, mutiny (which could involve absence but was more related to collective action or conspiracy), offense against inhabitant (i.e., rape), espionage, treason, hostile acts, violence, insubordination, absence, sedition, aiding the enemy, casting away arms, possessing firearms, armed robbery, plundering, drunkenness, threatening a senior officer, offense against martial law, conspiracy, robbery, theft, attempted assassination, attempted murder, attempted desertion, housebreaking, losing army property, pillaging, aiding the enemy while POW, and unspecified/other. In total there are over 30 types of offenses.
Figure 3.— Distribution of Crimes and Death Sentences

Notes: This figure shows a tabulation of crimes and death sentences.

Figure 4.— Distribution of Crimes and Commuted and Confirmed Death Sentences

Notes: This figure shows a tabulation of crimes and commuted (top panel) and confirmed (bottom panel) death sentences.
Figure 5.— War Diaries

Notes: This figure shows a sample of the War Diaries data.

They come from the National Archive Files: a) WO 154/112: Monthly War Diary APM, September 1915 - May 1917; b) WO 154/114: Monthly War Diary APM, August 1914 - November 1916; c) WO 154/8: Monthly War Diary APM 9th Army Corps, December 1916 - May 1918. Lists and descriptions of absentees were printed and circulated with ID Number, Rank, Name, Unit (Battalion Number, Battalion, and Regiment), Date of Absence, Reported by, and Description (usually including age and height, and sometimes also hair color, build, lips, complexion, eyes, teeth, facial hair, and accent; see Figure 5 for a sample image). The War Diaries span four years, but the bulk of what was preserved in absentee lists is from July 1916-June 1917.

The absentee list was generated in the following manner: The APM was responsible for the military police and the oversight of general military discipline and order. They maintained war diaries and sent reports to the Provost-Marshall at General Headquarters in France. Among his duties for the area of his particular jurisdiction, the APM noted the number of absentees from regiments broadly on a weekly basis. Military units took roll call and attendance every morning (or more frequently). Those not present had to be categorized: killed in action, wounded, missing (prisoner-of-war or wounded), sick or straggler (lost or awaiting return from a “stragglers post” or “battle stop,” where they had been gathered up by either regimental or Military Police). After a month, the names of
those who were still absent and not accounted for were forwarded to the Provost Marshall at headquarters where the information was collated with other APM reports. The Provost Marshall would aggregate the material and circulate a printed, updated list of the names of men absent for a month by unit for the armies at the front. The APM could then match names and descriptions to any soldier arrested. On occasion, three-month lists seemed to have appeared. These lists revised known absentees making earlier lists redundant.

2.3 Police Gazettes Data A separate absentee list is preserved in the Deserters and Absentees (D&A) supplement to the weekly Police Gazette from 1914 to 1918. This data includes: Office Number, Name, Rank, Regiment Number, Corps (Battalion Number, Battalion, and Regiment), Age, Height, Complexion, Hair, Eye Color, Trade (civilian occupation), Enlistment Date, Enlistment Place, Birth Place (Parish and County), Desertion Date, Desertion Place, Marks and Remarks (see Figure 6). Additional biographical characteristics were merged in from soldiers’ attestation papers completed upon joining the Army.

Compared to the War Diaries, the D&A supplement records are much more complete. However, they include absentees both at home (where it was much easier to desert) and abroad (in the notes, e.g., “from B.E.F.”; for an example, see the “Marks and Remarks” column in Figure 6). To provide a sense of data quality, Figure 7 shows the plot of all 126,818 absences at home and abroad. The sharp spike in 1914 is the day after the assassination of Archduke Ferdinand, which suggests that quite a few soldiers were reluctant to go to war. In 1916 and 1917, spikes are observed around Christmas, when soldiers are likely reminded of family. Another spike is observed at the end of the war in November 1918, consistent with exhaustion or a belief that there was no death penalty for desertion during peacetime. Although this paper digitizes the entire database, absences at home are not subject to the death penalty, so I gleaned 3,009 B.E.F. desertions from this data source by searching for the terms “en route” or “from B.E.F.” in the notes field. Figure 8 shows that these B.E.F. desertions occur throughout the war. The majority of these absentees were likely en route from B.E.F. to the UK.

2.4 Trial Records A third source of absentees is preserved in handwritten FGCM registers (WO 213/2-26), dating from January 1914 to November 1919, recording roughly 144,609 trials. The data includes: Date the Record was received, Rank, Name, Battalion Number, Regiment, Place of Trial, Date of Trial, Nature of Charge, Nature (and length) of Sentence, Acquittal (or Not Guilty), Remittance (i.e., commutation to a different sentence or sentence length), and Remarks (e.g., Suspended to serve after the war). The charges include: Offense to Inhabitants, Mutiny, Cowardice, Absence (including absence from parade or Breaking out from barracks or camp), Striking or violence to a superior
**Figure 6.** Police Gazettes

Notes: This figure shows a sample of the Police Gazettes data.
**Figure 7.**— All absences reported in Police Gazettes

Notes: This figure shows the density of all 126,818 absences at home and abroad reported in the Police Gazettes.

**Figure 8.**— B.E.F. desertions in Police Gazettes

Notes: This figure shows the density of absences denoted as "en route" or "from B.E.F." in the Police Gazettes data.
officer (and during superior officer’s execution of office), Insubordinate or threatening lan-
guage to a superior officer, Disobeying lawful command of superior officer, Leaving post
(sentry or picquet) or asleep on sentry, Drunkenness (and while on duty), Injury and re-
ceiving (stolen) property, Losing equipment (and clothing, necessaries, etc.), Stealing and
theft, Indecency, Resisting or escaping escort, Escaping confinement, and Other offenses.
The range of sentences includes: Death, Penal servitude, Imprisonment, Detention, Field
punishment, Ignominy, Reduction in Rank and Seniority, Fine, Reduction (of pay), and
Stoppages (of leave or other privileges). Sometimes another field, Appeal from Summary
Award of C.O., is present. In the data, only 0.5% of desertion trials and 3% of absence
trials come from an appeal. I do not make a different calculation of dates of absence for
trials that come from an appeal since both the initial judgment and the soldier’s exercise
of his right to demand a trial instead of summary judgment were likely to have been
immediate.

There are 28,754 trials for absence and 13,309 trials for desertion. The number of death
sentences across all crimes was 2,858. The number of death sentences for desertion was
1,730. 449 of the accused deserters were not guilty, but the remaining received some kind of
sentence. Some of the difference from the official statistics may be attributed to data entry
errors as handwriting is difficult to transcribe. For all crime variables, I interpret any mark
in the column in the affirmative. Note that these data are registers (see Figure 9) and not
the trial proceedings themselves, most of which no longer exist. The trial proceedings that
survive are primarily of those where the accused was executed, and these have already
been previously analyzed by historians.

All three absentee records represent different samplings of the true desertion rate. When
I compare post-execution outcomes to post-commutation outcomes within a particular
unit, I minimize the potential bias that results from error in measuring outcomes. For
example, if desertion and absentee lists are under-inclusive because of poor preservation
or if they are over-inclusive because they include those who were killed, were prisoner of
war by accident, or were stragglers, these measurement errors would affect both treatment
and control groups equally. Or, since only the trial date is recorded, the time delay between
desertion and apprehension should be similar in both treatment and control. I merge the
FGCM data into the Order of Battle assuming that the absence occurred one month
earlier and analyze the data accordingly.

2.5 Casualties Data I utilize the Soldiers Died in the Great War database containing
658,555 casualties to proxy for point-in-time danger by unit and by date. Casualties predict
desertion (Costa and Kahn 2003). This data includes: regiment, battalion, surname, first
(and middle) name, birthplace town and county, enlistment town and county, regimental
Figure 9.— FGCM Trial Registry

Notes: This figure shows a sample from the FGCM Trial records.
number, rank, killed in action, died of wounds, died, theatre of war of death, date of death and supplementary notes. Thus, I can match this data to desertion dates by military unit to control for high frequency changes in perceived danger.

An interactive version of this data can be viewed at this link. B.E.F. casualties over the course of the war are displayed in the top panel and France-Flanders casualties in the bottom panel. The estimated casualties (in thousands) are expressed as number pairs in the format (German/Allies) in red and blue. Red indicates casualties from battles initiated by Germany. Another interactive version allows comparing casualties with the execution rate and is available at this link. France-Flanders casualties are displayed in the top panel and death sentences in the format (execution/sentences) in the bottom panels. Figure 10 presents a screenshot. Casualties and casualty rates are positively related since officers tried to fill in the divisions in a manner such that the divisions were roughly constant in size.

2.6 Irish Surnames A list of 426 Irish surnames identifies soldiers of probable Irish ethnicity. The use of this data is subject to the caveats of potential measurement error. Differences between Irish and British soldiers would be underestimated to the extent soldiers are sometimes miscategorized. Any measurement error on “true Irishness” would tend to bias towards zero the difference in the effects of executing British vs. Irish soldiers. As shorthand, I use “Irish soldiers,” “soldiers with Irish surnames,” and “soldiers with male Irish ancestry” interchangeably. I also use “British” interchangeably with “non-Irish,” but it just means soldiers who lacked Irish surnames.

2.7 Service and Pension Records The Service and Pension Records were obtained from Ancestry.com, which digitized the original records held at the British National Archives (WO 363 and WO 364). The Service and Pension Records generally include name, age of enlistment, birth parish, birth county, residence address, regimental number, and date of attestation. The Service Records (WO 363) comprise roughly 2 million non-unique records. Of the original 6.5 million Service Records, only 40% survived a German bombing raid on London during World War II. These records are also known as the “Burnt Documents” or “Burnt Records” due to charring and water damage in the records that survived.

---

For all interactive figures, Safari or Internet Explorer works best for viewing, and loading of scripts and Flash may need to be manually toggled.


These records are for soldiers who were discharged, demobilized at the end of the war, who died between 1914 and 1920 and who were not eligible for an Army pension. Some soldiers who were in the regular army before the outbreak of war in August 1914 may, however, be included in this class of records. The Service Records do not include soldiers who continued to serve in the military after 1920. Their records
Figure 10.— Casualties, Executions, and Battles

Notes: This figure shows a snapshot of a data explorer for casualties, executions, and battles.
In addition to the 2 million or so “Burnt Documents”, there are the Pension Records (WO 364), also known as the “Unburnt Documents”, comprising roughly 1 million non-unique records, which contain information on soldiers who were discharged from the Army and claimed disability pensions, so some records also include date and place of injury.26

I match the Service and Pension Records by name, where possible, to the death sentences dataset. This provides additional covariates for checks of random assignment. Together, they provide 2.7 million unique records identified by name, regiment, and residence. Even though the data is incomplete, age is useful to merge in because age is only recorded in the capital sentences data for soldiers who were executed, but age is recorded in the Service and Pension Records for non-executed soldiers. Therefore, the combined data can serve to check for correlation between the execution decision and soldier’s age. In this kind of analysis, missing data is dummied out and an indicator for whether age is missing is included. The Service and Pension Records are also useful to examine the Irish surname database.

2.8 Unit of Analysis It is necessary to choose a unit of analysis for the study. Military organizations are obviously hierarchical and there is a great deal of discretion in choice of unit-size. The casualty data and absence data are at the battalion level, so I could in principle choose any unit from this level up to the Corps. While there are exceptions, in general, the sequence of military units listed from lowest to highest was: Battalion → Regiment → Brigade → Division → Corps → Army → Army Group. Each higher level of organization contains three or four subordinate units plus headquarters and higher-level assets. A battalion consisted of 1,000 men, with 3 to 4 battalions per brigade and 3 to 4 brigades per division. With the addition of support, a division consisted of between 18,000 and 19,000 men and would occupy up to 15 miles of road while moving (Corns and Hughes-Wilson 2007, p. 108). According to historical accounts, the division commander was the highest-level commander whose commutation recommendation was ignored (Oram 2003, p.129; Babington 1983, pp. 78-79, 103). I do not know anything about ignored execution recommendations, because the records of the commuted cases were destroyed. If higher-level commanders did target certain soldiers based on discipline

26These records are for soldiers who were discharged for medical reasons (illness or wounds). These records also include soldiers who were in the British Army before August 1914 and who were eligible for an Army pension because their term of service came to an end in or before 1920. These records are unlikely to contain information on three non-exclusive groups of individuals: 1) those who did not claim a pension, 2) those who were discharged from demobilization at the end of the war (since they were generally not eligible for a pension), and 3) those who were killed in action and had no dependents (as there would have been no one to claim a pension).
or show discretion, then the division is the highest level appropriate for analysis.

The thinness of the outcome data also compels a fairly high level of organization, even though the salience of an execution and hence its deterrence effect (if any) would be strongest at lower levels of organization. To be included in the analysis, units must contain at least 1 execution, 1 commutation, and 1 absence. From the War Diaries data, I identify 676 usable matches preserved mostly from July 1916 to June 1917, that is, roughly one-third of the war. The upper panel of Figure 1 plots the distribution of matches from 700 to 1100 days after the assassination of Archduke Ferdinand on June 28, 1914. World War I officially began one month later on July 28. The median time between trial and next recorded desertion at the division level is about two weeks. From the Police Gazettes, I identify 3,009 B.E.F. deserters for all four years of the War; 1,319 of these are merge-able with the Order of Battle. From the trial data, I identify 45,824 usable matches for all four years; 4,365 of these matches are desertion trials.

2.9 Order of Battle and Merging

To conduct the analysis, each event (death sentence, desertion, or casualty) must be assigned a particular division. But most of the sources list the battalion of a soldier, not the division. To determine the division, I developed a table of division assignments for each battalion. Complicating this effort was the fact that battalions changed divisions throughout the war in response to particular strategic goals or needs of the divisions. The Order of Battle dataset provides the means to determine which division was commanding for a given battalion on a given date. To develop this dataset, I relied primarily on the Long, Long Trail (LLT) website. The website, available at http://www.1914-1918.net, is based on James (1978). A sample appears in Figure 11. This website gives, in mostly paragraph form, a time history of each battle unit and, in particular, the movement among divisions and brigades. Appendix C documents how the Order of Battle was entered. The website gives this data in two main forms. The first form focuses on the battalion (or other unit), and describes in chronological order the movements of that unit. The second form focuses on the division, and describes the movement of units into and out of the division. Combining these two data sources and focusing on the mergeable units (some units like Army Service Corps are impossible to merge) yields over 7,800 associations between battalion to brigade to division. Appendix B describes the process of merging and additional challenges, such as different spellings or abbreviations. I also track higher-level unit transfers (e.g., transfers from divisions to corps to army), constituting an additional 770 associations between the divisions to corps to army. The two data sources are LLT and Edmonds (1922).

With the exception of Service and Pension Records, I do not merge by soldier name across datasets. All datasets were scanned digitally and then checked, with the remaining
**The West Yorkshire Regiment**

**Battalions of the Regular Army**

1st Battalion

August 1914: In Lichfield. Part of 18th Brigade in 6th Division. Moved on 7 August to Dunfermline then six days later to Cambridge. Landed St Nazaire (France) on 10 September 1914.

2nd Battalion

August 1914: In Malta. Returned to England and landed at Southampton on 25 September 1914. 25 September 1914: came under orders of 23rd Brigade, 8th Division, forming up at Hursley Park near Winchester. Landed at Le Havre 5 November 1914.

3rd (Reserve) Battalion

August 1914: in York. A training unit, it remained in UK throughout the war. Moved in August 1914 to Whitley Bay and played a part as Tyne Garrison.

4th (Extra Reserve) Battalion

August 1914: in York. A training unit, it remained in UK throughout the war. Moved in August 1914 to Falmouth, going on in December 1915 to Redcar and in April 1916 to West Hartlepool, where it played a part as Tees Garrison.

**Battalions of the Territorial Force**

1/5th Battalion


1/6th Battalion

August 1914: in Bradford. Part of West Riding Brigade, West Riding Division. Moved on 10 August to Selby, end of the month to Strenshall and late October to York. In March 1915 moved to Gainsborough. Record same as 1/5th Bn.

1/7th (Leeds Rifles) Battalion

Carlton Barracks, Leeds. Part of West Riding Brigade, West Riding Division. Moved on 10 August to Selby, end of the month to Strenshall and late October to York. In March 1915 moved to Gainsborough. Record same as 1/5th Bn.

1/8th (Leeds Rifles) Battalion

Carlton Barracks, Leeds. Part of West Riding Brigade, West Riding Division. Moved on 10 August to Selby, end of the month to Strenshall and late October to York. In March 1915 moved to Gainsborough. Record same as 1/5th Bn.

30 January 1918: transferred to 185th Brigade, 62nd (2nd West Riding) Division, absorbing 2/8th Bn and renamed 8th Bn.

**Notes:** This figure shows a sample of the Order of Battles data.
unscannable entries entered by hand. The trial registers were written in cursive handwriting. The lack of computerized records from this time period makes prohibitively difficult the linking of absentees by name to their trial and to their death sentence date, if any. Absentee lists are only a sample of the universe of absentees. So any conclusion about the deserters being invariably caught (thus potentially appearing in the trial registers) rests on historians’ statements and on the inferences rendered from the aggregate data. The inability to merge by name also precludes extensive balancing checks based on demographic data stored in datasets other than the lists of executions and commutations.

2.10 Medal Rolls  The inability to match by name precluded the use of the Medal Rolls Index (WO 372), which I obtained in digital form from the British National Archives. Virtually all soldiers who served received at least the British War Medal for “entering a theatre of war or rendering approved service overseas” and there are 5,424,254 unique soldiers and a total of 7.8 million records (some soldiers received multiple medals). This data provides the name, rank, regiment, regimental number, medal entitlement, first theater of war and date of entry, information on soldiers who forfeited their medal entitlement because of disciplinary infringement, and additional remarks (e.g., date of death or discharge). Merging by the Medal Rolls Index would regularize the spelling of the military unit for ease of merging into the Order of Battle, but merging the absentee, casualty, and trial data directly into the Order of Battle proved more effective. I use this data to make assessments about the Irish surname dictionary by comparing against the official statistics regarding Irish enlistment, which I am able to do since the Medal Rolls Index contains roughly the universe of all enlisted soldiers.

2.11 Officers  I digitize a dataset of the 2,992 commanding officers and general staff officers for division, corps, army, and general headquarters and the dates of their assignments and reassignments throughout the war (Becke 1935-1944). Officer data enables additional checks of whether the decision to execute or commute was correlated to officer identity and ethnicity and whether the soldier’s decision to desert is correlated with his officer’s identity and his officer’s ethnicity inferred using the surname dictionary. These data are merged into the Order of Battle.

2.12 Geographic Location  The Order of Battle also contains major battles and the divisions associated with each battle. The great majority of battles are named after the town or city in which, or near which, they took place. The towns can be entered into Google Maps, which provides geographic coordinates. I make the assumption that divisions travel linearly and incrementally from one battle to the next to interpolate the rough location of each division on any date. Finally, these coordinates yield calculations of distances between divisions, distance to the English Channel, and distance to Berlin,
which serve as additional controls. This data allows estimating the approximate location of each soldier on the day of his absence. I also use Google Maps to geolocate the enlistment towns, birthplaces, and residences of soldiers for analysis in Appendix D, where I make five assessments: 1) assess how closely Irish surname and Irish birthplace align, 2) assess the relative loyalty of Irish and non-Irish by birthplace, 3) assess differences between being born in Ireland or Britain vs. being enlisted in Ireland or Britain vs. having Irish vs. non-Irish surname, 4) assess the quality of geolocation, and 5) assess population representativeness of casualties. Differences in distance-in-time to Irish roots can be related to differences between having male Irish ancestry vs. having an Irish birthplace. Those born and raised in Britain with Irish male ancestry may be more loyal than those born and raised in Ireland, but those having male Irish ancestry may be less loyal than those without male Irish ancestry even among soldiers born and raised in Britain. I compare my statistics with the prior historical knowledge.

3 Assessment of Randomness

3.1 Are Decisions Correlated With Observable Characteristics? Table 1 shows the results of several regressions of observable characteristics for death sentences. No specification reveals a relationship between Irish ethnicity and probability of execution. Figure 12 illustrates that Irish soldiers were not disproportionately executed, conditional on the death sentence. Moreover, the first column of Figure 12 shows that the Irish were not disproportionately sentenced to death relative to the proportion of Irish absences. The first bar shows the relative share of Irish soldiers in the War Diaries’ absentee lists. Figure 13 shows there were no time periods when Irish capital sentences were disproportionately confirmed, for example, after the Easter Rising in 1916. This result is confirmed in the set of interactions between year and Irish soldiers displayed in Table 1 in Column 5.

Column 2 shows that Privates were not disproportionately executed, and in fact, they were somewhat less likely to be executed than officers. Column 3 shows that age does not predict the execution decision. Column 4 shows that year fixed effects are jointly significant. There appears to be a decline in execution rates over time, which is consistent with Figure 14. Year fixed effects will be included in the analyses in Section 6. As for other time dimensions like seasonality and day of week, Columns 6 and 7 report that neither month fixed effects nor day of week fixed effects are jointly significant. Column 8 shows that division fixed effects are jointly significant—division fixed effects will also be included in the Section 6 analyses. Column 9 shows that the type of army—Regular, New, or Territorial, with Regular being the baseline category—do not predict execution rates. Column 10 shows that the log of casualties does not predict execution rates. All log

27R-square increases in specifications including age because of the dummy for missing values.
**Figure 12.**— Irish and non-Irish Executions

Notes: This figure shows a tabulation of Irish and non-Irish absences, commutations, and executions.

**Figure 13.**— Irish and non-Irish Executions Over Time

Notes: This figure shows a tabulation of Irish and non-Irish commutations and executions over time.
Figure 14.— Smoothed execution rate

Notes: This figure shows the execution rate over time across the war.

values are calculated as 1+ the underlying variable. Casualties do not predict execution rates regardless of whether it is measured in levels (e.g., measured 1-29, 30-59, or 60-89 days ago or 1-29 days in the future relative to the trial date) or in first-differences to address potential serial correlation in casualties. Column 11 shows that distance to coast and distance to Berlin also do not jointly predict execution rates. All regression analyses are restricted to death sentences occurring in France and Flanders before the end of the war. Death sentences recorded from the Labour Corps were also removed. Sample size varies for army and distance specifications because not all divisions were assigned to an army, and distance data is unavailable before the first battle and after the last battle.

Table 2 Panel A shows the results of several regressions of unit-level factors such as officer identity and recent military indiscretion (i.e., number of military trials, death sentences, or executions). Panel A shows that fixed effects for Brigade unit, Corp unit, and Army unit are not jointly statistically significant. Fixed effect for officers—General Officer Commanding (GOC) for Brigade, Division, Corps, Army, and General Headquarters, and First General Staff Officer (GSO) of Division, Corp, Army, and General Headquarters—are also not jointly statistically significant with the exception of division commanding officer which is significant at the 5% level. One or more significant effects may be expected given the large number of tests reported. Officers and units that appear with less than 10
frequency were categorized in a separate “other” category.

Joint significance tests of fixed effects for whether the officer is Irish and the soldier is Irish do not reveal systematic differential execution probability of Irish soldiers when their officers are British. The latter result is not due to the lack of Irish officers. Lagged measures (30 and 60 days ago) of log of military trials, log of death sentences, and execution rates also do not reveal significant relationships with the current execution decision. All regressions include fixed effects for division, year, and Irish surname.

Table 2 Panel B examines autocorrelation in execution decisions. The string of events within each unit are stacked and the first event within each unit was excluded as a dependent variable. If more than one event occurred on a day within a unit, the average outcome was calculated. All regression models include year fixed effects and the leave-one-out (i.e. excluding the current decision) mean execution rate of the unit. Separate ordinary least squares stacked autocorrelation regressions with different levels of aggregation (division, brigade, corp, army, army type, and global) do not show significant autocorrelation.

Table 3 repeats the exercise for all capital sentences regardless of crime. An exception to the randomization hypothesis is that murderers were more likely to be executed relative to other capital sentences, while privates were less likely to be executed. The lower panel of Figure 4 shows that the overwhelming majority of executions were for deserters. Table 4 repeats the specifications from Table 2 and two sets of fixed effects are jointly significant at the 10% level out of 16 tests. Analyses of Tables 1-4 in logit or probit specifications yield similar inferences. Finally, I report the same exercises for Irish capital sentences in Appendix Tables 15 and 16. Appendix D conducts additional randomization checks.

3.2 Stable Unit Treatment Value Assumption

Even if treatment assignment is ignorable, valid causal inference is not necessarily possible: I have to be certain that the outcome in one unit is not affected by the treatment assignment in another unit, i.e., that SUTVA is satisfied. The within-unit design helps with ignorability but creates a SUTVA problem because each unit is essentially serving as its own control.

For the problem of past events affecting the effect of future events, one possibility is to include only those events between which there is sufficient elapsed time. Unfortunately, requiring a greater amount of time between events helps SUTVA but hurts the ignorability

---

28 The proportions of Irish commanding officers for soldiers who deserted or had trials are 9% for Brigade, 12% for Division GOC, 11% for Division First GSO, 7% for Corps GOC, 15% for Corps GSO, 15% for Army GSO, 19% for General Headquarters GSO, and 0% for Army GOC and Commanders-in-Chief.

29 Including division fixed effects would bias the estimated relationship between the current and previous decisions because the fixed effect is controlling for the mean (which includes the dependent variable), inducing negative autocorrelation between any two decisions.

30 Besides murderers being more likely to be executed, another two tests have p < 0.05 and four tests have p < 0.1 out of 28 individual tests and 29 joint tests of significance.
of treatment since treatment assignment is most likely to be ignorable when comparing capital cases that appeared before the commander at roughly similar times. The approach taken is to make a strong assumption, which is that past events are irrelevant. I then weaken this assumption by assuming a parametric model for deterrence and condition out the past effects of previous events. With this approach, the effect of past treatment assignments on future outcomes is modeled explicitly rather than assumed to be zero.

4 Empirical Strategy

4.1 Duration Analysis  My first modeling approach is to assume that the elapsed time from the most recent deterrence event to the next absence in a particular unit is a random variable drawn from some distribution parameterized by unit and time characteristics (i.e., \( y \) is drawn from a distribution with a pdf \( f \)). For exposition’s sake I use an exponential distribution, though other parametric distributions are possible. I assume that the likelihood of observing an elapsed time of \( y \) from a given deterrence event to the next absence is given by \( f(y) = \lambda \exp(-\lambda y) \).

The hazard rate, \( \lambda \), depends upon the characteristics of that particular deterrence event. \( \lambda = \beta_0 + \beta_{ex}ex_{ij} + \beta_{des}des_{ij} + \beta_{cas}cas_{it} + \gamma_U^U + \gamma_T^T \). Military units are indexed by \( i \), observations by \( j \). \( ex \) is an indicator for an execution, \( des \) is an indicator that the trial was for desertion, \( cas \) is the casualty rate and \( \gamma_U \) and \( \gamma_T \) are unit and year fixed-effects, respectively. Collectively, I refer to these parameters as a vector \( \theta \). The specification can also be interpreted as follows: \( cas \) controls for the cost of staying and \( ex \) captures exogenous variation in perceptions of costs.

It is possible, however, that an execution or commutation occurs at the end of the data frame, in which case the elapsed time \( y \) is no longer a realization of the time until an absence, but rather a censored value. I assume that without the intervention I would have eventually observed an absence. In these censored cases, which I indicate with \( d = 0 \), the likelihood is not \( f(y|\theta) \), but rather \( 1 - F(y|\theta) \). The log-likelihood function consistent with this censoring is given by: \( L(\theta) = \sum_{j=1}^{N} d_j \log (f(y_j|\lambda(\theta))) + (1 - d_j) (1 - F(y_j|\lambda(\theta))) \).

When analyzing the impact of the most recent event, the calculations treat desertions and capital sentences that occurred in pairs or groups as one observation since the decisions to execute or commute these soldiers were not independent: almost without exception, they were determined simultaneously and with identical outcomes. The time until the next absence is calculated beginning on the following day. Absences that occurred on the day of an event are considered as having occurred the previous night, so they do not count as the first absence after an event. Multiple absences or events on the same day from different ethnicities are considered as British as they constitute the typical soldier \(^{31}\).

\(^{31}\) A date with an Irish execution (absence) means that only Irish were executed (absent).
The Weak-SUTVA Approach

I assume that past events matter, but that they fade out exponentially, according to some parameter $k$. I test values of $k$ such that $k = -\frac{\log \frac{1}{2}}{\Delta t}$ where $\Delta t$ takes values of 7, 14, 30, 60 and 90, corresponding to deterrence-effect half-lives of one week, two weeks, one month, two months, and three months. In the weak-SUTVA approach, I define two sets: $E_{ex}(t^*) \equiv$ times of all executions in the unit prior to $t^*$ and $E_{cm}(t^*) \equiv$ times of all commutations in the unit prior to $t^*$.

These two terms measure the cumulative effects of past events, one for executions and one for commutations. They also measure idiosyncratic variation in execution rates over time within divisions, since the sequence is also exogenous. Differences in the effects of these two terms characterize the effect of exogenous variation in the application of the death penalty. Neither term by itself has a causal interpretation because the number of death sentences could be endogenous. To be consistent with the strong-SUTVA parameter, multiple events on the same day and division are still treated as one event. $D_{ex}(k) = \sum_{t \in E_{ex}(t^*)} e^{-k(t^* - t)}$ and $D_{cm}(k) = \sum_{t \in E_{cm}(t^*)} e^{-k(t^* - t)}$. The hazard is the original hazard plus two terms for past executions and commutations: $\lambda'(k) = \lambda + \alpha_{ex} D_{ex} + \alpha_{cm} D_{cm}$.

Results of the hazard model are presented in the main tables with standard errors clustered at the division level because the weak-SUTVA parameters are serially correlated within division. The appendix tables present two checks—one set of results without clustering (to see if the statistical significance is similar), and another set of results where time is run backwards and I calculate the time until the previous absence before a treatment event (to see if there is a null result). In the specification check with time run backwards, to minimize leakage, where the absence event that led to the death sentence is included by chance as an outcome, the clock begins 90 days into the past.

4.2 Day-by-Day Probability, Maximum Likelihood Approach

One difficulty of treating each death sentence as an observation, with an indicator for executions as the primary independent variable and absences as an outcome (either a count of absences or duration until the next absence) is that each unit experiences a whole sequence of executions and commutations. These past deterrent effects presumably affect the probability of future absences within that unit, and hence it is hard to see why they can be ignored. My response is to use a framework where the effects of past events are explicitly modeled. I assume that each unit had some probability of experiencing absence on any particular day, and that this probability depends upon military unit and year fixed effects, all past death sentences, including the nature of the crime and the outcome, and their distance in time from the present day and the instantaneous casualty rate.

Military Units: $i = 1 \ldots I$
Time: $t = 1 \ldots T$ Measured from day 0, July 28th, 1914.

Absences: $a_i(t)$ is an indicator for whether there was an absence in unit $i$ on day $t$.

Preceding Events: $K_i(t)$ is the set of past deterrence event dates in a unit $i$ (executions or commutations) before time $t$; $|K_i(t)|$ is the number of events in the set.

Day: $t_k$ is the day on which the $k^{th}$ element of $K$ occurred.

Execution or Commutation: $x_k$ is an indicator for execution or commutation.

Crime Type: $d_k$ is an indicator for desertion or some other crime.

I use the logit as my link function, so the probability of an absence in unit $i$ on day $t$ is:

$$p_i(t) = \frac{1}{1 + e^{-z(i, t; \theta)}},$$

where $z(i, t; \theta) = \left( \sum_{k=1}^{|K_i(t)|} e^{-\lambda(t-t_k)} D(k) \right) + X(t)\gamma$, $D(k) = \beta \cdot E(k) = \beta_{exd} d_k + \beta_{exo} x_k + \beta_{sd} + \beta_{so}$ · \begin{pmatrix} x_k \\ d_k \\ 1 \end{pmatrix}$, and $X(t)\gamma = \gamma^0 + \gamma^C cas_{it} + \gamma^U_i + \gamma^T_{year(t)}$.

$\beta_{exd}$ ≡ effect of executing a deserter, $\beta_{exo}$ ≡ effect of executing for any crime, $\beta_{sd}$ ≡ effect of a desertion death sentence, and $\beta_{so}$ ≡ effect of a death sentence for any crime.

I define a vector of parameters: $\theta = (\lambda, \beta_{exd}, \beta_{exo}, \beta_{cd}, \beta_{co}, \gamma^0, \gamma^C, \gamma^U, \gamma^T)$. $X(t)$ is a collection of covariates, such as the instantaneous, unit-specific danger rate (computed from casualties) and a unit fixed effect. The effects of past events fade as time progresses. There is one $\lambda$ for both executions and commutations, i.e., events are “forgotten” at the same rate since commutations serve as control for executions. $F$ is the link-function whose range is $[0, 1]$. The log-likelihood is thus: $L = \sum_{i=1}^T \sum_{t=1}^T a_i(t) \log p_i(t) + [1 - a_i(t)] \log(1 - p_i(t))$.

$\beta_{exd}$ and $\beta_{exo}$ have causal interpretation. I also introduce terms for Irish executions and Irish death sentences. Results are presented only with standard errors clustered at the division level since the treatment variable is serially correlated within the division. The appendix tables present a specification check for null results where time is run backwards.

All analyses with the War Diaries data as outcome restrict the sample from day 670 to day 1085, when the vast majority of absence data is recorded (Figure 1). Figure 15 visually summarizes the duration model and Figure 16 visualizes the day-by-day approach.

5 Results

I begin by presenting the results graphically without controls. Figures 17, 18, and 19 present for each of the three datasets a univariate analysis of the duration model—Kaplan-Meier survival rates (assuming an exponential hazard). The first of each pair of figures presents the effect of Irish executions and the second of each pair presents the effect of British executions. What is immediately apparent is the dispersion between the pairs of

---

[^32]: An attempt to infer $\lambda$ from the data did not converge, so I present estimates using different values of $\lambda$ instead.
**Figure 15.** Illustration of Duration Model

![Duration Model Diagram](image15.png)

Notes: This figure visually summarizes the duration model.

**Figure 16.** Illustration of Day-by-Day Model

![Day-by-Day Model Diagram](image16.png)

Notes: This figure visually summarizes the day-by-day model.
Figure 17.— Non-Parametric Survival Distributions (War Diaries)

Notes: This figure shows the impact of Irish (left) and British (right) executions on time until next absence in the War Diaries dataset.

hazards in each figure, especially in the War Diaries data (Figure 17). The hazard rate of absences after executions—displayed in the red—is generally pulled inwards to the origin, relative to the hazard rate of absences after commutations—displayed in blue. The results suggest that Irish executions spurred absences and British executions deterred.

5.1 Duration Framework—Strong SUTVA  I use three different hazard models: exponential distribution, Weibull, and Cox. I make three different imputations of commutation dates, and I employ three different datasets. Across tables, I gradually add controls. Many models are presented with recognition of model uncertainty [Leamer 1978, Sala-i Martin, Doppelhofer and Miller 2004, Hansen 2007, Cohen-Cole, Durlauf, Fagan and Nagin 2009] and the lack of transparency in the prior death penalty literature. A negative coefficient implies a positive effect on time until next absence—i.e., a negative coefficient suggests deterrence, while a positive coefficient suggests spurring of desertion.33

Table 5 finds limited evidence of a deterrence effect. Consistent across specifications is a “spurring” due to casualties (whether or not this has a causal interpretation is not my purpose). In most specifications, the increase in casualties (both contemporaneous △Log casualties and △Log casualties 30 days ago) is strongly correlated with a spurring effect on time until next absence, significant at the 5% or 1% level. While Table 5 finds limited evidence that executing deserters deters absence, Table 6 finds that executions of Irish soldiers spur absence relative to British executions, as visualized in Figures 17, 18, and 19.

33In the exponential distribution, the mean duration is $\frac{1}{\lambda}$, and the marginal effect of a coefficient $\hat{\beta}$ is $-\frac{\hat{\beta}}{\lambda^2}$, where $\hat{\lambda}$ is the average duration.
**Figure 18.** — Non-Parametric Survival Distributions (Police Gazettes)

Notes: This figure shows the impact of Irish (left) and British (right) executions on time until next absence in the Police Gazettes dataset.

**Figure 19.** — Non-Parametric Survival Distributions (FGCM Trial Registries)

Notes: This figure shows the impact of Irish (left) and British (right) executions on time until next absence in the FGCM Trial Registries dataset.
I add several interaction terms: whether the death sentence was for desertion, whether the deserter was executed, whether the death sentence was for an Irish soldier, and whether the Irish soldier was executed. The hazard interpretation—presented in Appendix Table 11 column 1 (7 and 13), which corresponds to Table 6 column 1 Panel A (B and C)—is that an Irish execution triples the hazard for the War Diaries (and increases by 50% or 100% for the Police Gazettes and trial registries respectively). This means that relative to the median time-to-next absence, which is about two weeks, an Irish execution cuts the time by about 66% in the War Diaries (less in the other two datasets). In some specifications, executing deserters significantly deterred absences relative to execution of non-deserters (Table 6 Panel A Columns 7-9)\textsuperscript{34}

5.2 Duration Framework–Weak SUTVA  Table 7 includes aggregate past effects in two separate terms, one for prior executions and one for prior commutations. It presents across separate columns the results from assuming five different half-lives for an effect (7 days, 14 days, 30 days, 60 days, 90 days)\textsuperscript{35} Due to the randomness of executions, the effect of the most recent event is invariant to inclusion of previous events. The robustness is not surprising since the executions are randomly ordered; to put it another way, the decision to execute is uncorrelated with the sequence of executions within the military unit, so, including the prior events should not affect the estimates of the effect of the most recent execution (which was defined as execution salience earlier). Thus, relaxing the strong-SUTVA assumption that events prior to the most recent death sentence are irrelevant turns out to not matter. The effect of executing Irish on spurring absences is robust. The difference between the execution and commutation measure of previous events represents the effect of the execution rate. The execution rate has a deterrence effect, and it is observed in models that assume a longer half-life. In terms of magnitudes, an execution instead of a commutation—evaluated on the day of the event—leads to a 10-15% decrease in hazard rate in the time to next absence (Appendix Table 11).

5.3 Ethnic Identity of the Subsequent Deserter  I analyze the ethnic identity of the deserter subsequent to Irish and British executions and commutations. Examining the commutations separately assesses whether commutations were unknown to soldiers. I find that Irish executions double the likelihood that the next absentee is Irish. Using numbers reflecting the 466 Irish and 1,942 non-Irish death sentences in the analysis sample, the doubling of the Irish proportion yields a Fisher’s exact test that is statistically

\textsuperscript{34}The significant negative coefficients on Irish death sentences suggests that they occur when desertions are less frequent, though they do not have a causal interpretation. The negative correlation could bias effects of Irish executions to be one of deterrence, so true spurring effects may be larger.

\textsuperscript{35}I focus on commutation imputation of 14 days and an exponential distribution.
significant at the 5% level. After Irish and British commutations, the immediately following absences are unaffected, consistent with unnoticed commutations. After Irish and British commutations, 13% of immediately following absences are Irish (Table 8). This is consistent with commutations serving as an adequate control for executions unnoticed by soldiers. Appendix D discusses results under different commutation imputations and datasets.

5.4 Robustness Checks  Appendix D reports further checks. I explore whether results may be spuriously significant by using specifications run backwards in time. I report analyses without clustering of standard errors. These analyses temper a strong inference that execution rates deter. I also include more controls (officers, location, etc.). I explore whether the effects of execution differ depending on the current casualty rate, distance to coast or Berlin, officer status of the executed soldier, age of the executed soldier, days since the war began, and army type. Only one analysis is statistically significant in each of the three absentee datasets: executions appear to deter desertions in the New Army. Since the New Army saw less battle than the Regular Army, the effectively lower $c$ implies a greater deterrence effect. I conclude that the soldiers’ response to executing Irish soldiers is special, since the other interactions are not robustly significant. I pool all three absentee datasets, but treat a death sentence that occurs before another absence as censoring rather than as an absence. Executing Irish soldiers still spurs absences.

5.5 Day-by-Day Framework  I now combine the effect of the salience of the most recent event with the delayed effects of all previous events using a day-by-day approach. Based on the previous robustness checks, I use the execution date and impute the commutation date of 14 days after the trial date. Table 9 uses as outcome variable an indicator for whether any absence occurred. When aggregating Irish and non-Irish absences together, I usually cannot detect a deterrent or spurring effect. Table 10 shows robust patterns of Irish (but not British) executions spurring rather than deterring Irish desertions. The dependent variable in Table 10 takes the value of 1 if only Irish absences occurred on that day in that division, -1 if only British absences occurred, and 0 if neither or both occurred. An event that may spur the desertion of Irish soldiers may not affect British, or even deter British desertions. Note that unlike the duration model, positive coefficients indicate spurring and negative coefficients deterrence. The effect is observed across all

---

36 To be sure, the time frame of the War Diaries dataset makes necessary an analysis of a subset, whose sample size does not allow strong conclusions. This question is revisited with the day-by-day framework.
37 Using the trial date introduces noise, so I use the 14-day imputation in the day-by-day framework.
38 However, the prediction that higher casualties generally reduce the deterrence effect is not born out.
39 Group desertions are not independent events, and it may be easier to desert in pairs or groups.
40 In Panel B reporting on the Police Gazettes, some of the coefficients suggest a deterrence.
half-life specifications in the War Diaries and Police Gazettes. In terms of magnitudes, an execution of an Irish soldier (relative to execution of a British soldier) on the day of an execution would cause an increase of around 2 percentage points in the probability of an Irish absence relative to a British absence. Appendix D explores whether results may be spuriously significant.

6 An Economic Theory of Legitimacy

6.1 Model A soldier makes the decision to fight \((f = 1)\) or desert \((f = 0)\). Assume that a soldier weighs the benefits of desertion, \(B\) (avoiding 1 month in the trenches, etc.), and the costs of desertion, broken down into: 1) Economic costs, \(C\), including the probability of being executed, \(p\); 2) Psychological costs, \(v_i\), from not meeting one’s duty \((i = I \text{ for Irish}; \ B \text{ for British});\) and 3) Social costs, \(\Delta_i\), the inference that others make about the soldier’s loyalty conditional on his action: \(\Delta_i \equiv E (v_i \mid 1, i) - E (v_i \mid 0, i)\). Agents put a positive weight \(\mu\) on \(\Delta_i\). \(B\) and \(p\) are the same for both groups.\(^{[1]}\)

Following Bénabou and Tirole (2012), I assume an inverted-U shaped distribution of loyalties \(v_i\) with cumulative distribution function \(G\) and density \(g\). \(v_i\) is assumed to be always positive because of strong group loyalty developed in army units. I introduce a taste-shifter, \(\theta_i\), the perceived public good of fighting for the British crown \((\theta_I < \theta_B)\).

The soldier makes the decision to fight by maximizing: \(U (f, i) = (v_i + \theta_i) f + (B - C (p))(1 - f) + \mu E (v_i \mid f, i)\). Then if \(f = 1: U (1, i) = v_i + \theta_i + \mu E (v_i \mid 1, i)\) and if \(f = 0: U (0, i) = B - C (p) + \mu E (v_i \mid 0, i)\). Normalize the benefits to deserting as \(c = B - C (p)\), so: if \(f = 1: U (1) = v_i + \theta_i - c + \mu E (v_i \mid 1, i)\) and if \(f = 0: U (0) = \mu E (v_i \mid 0, i)\).

This expression provides a cutoff rule, since if a soldier chooses to fight \(f = 1\) at some \(v_i\), then he would also choose \(f = 1\) at any \(v > v_i\), holding others’ actions fixed in equilibrium. This is because social and economic motivations are fixed, while the psychological motivation increases. The cutoff rule for ethnicity \(i\) will satisfy: \(v^{*, i} + \theta_i - c + \mu E (v_i \mid 1, i) = \mu E (v_i \mid 0, i)\). Thus, social costs are: \(\Delta (v^{*, i}) = E (v_i \mid v_i > v^{*, i}) - E (v_i \mid v_i < v^{*, i}) = \int_{v^{*, i}}^{\infty} v_i g(v_i) dv_i \int_{v^{*, i}}^\infty \frac{1 - G(v^*)}{1 - G(v^*)} - \int_{v^{*, i}}^\infty \frac{v_i g(v_i) dv_i}{G(v^*)}\). A fixed point solves the equation: \(v^{*, i} + \theta_i - c + \mu \Delta (v^{*, i}) = 0\). A sufficient condition for a fixed point is if \(1 + \mu \Delta' (v^{*, i}) > 0\). If \(\Delta (v^{*, i})\) is increasing, then any tendency that increases the number of deserters (shifting the cutoff \(v^{*, i}\) rightwards) faces the countervailing force that raises the social esteem of fighting. The more that soldiers perceive others to be deserting, the greater honor there is to being a fighter.

\(^{[1]}\)Casualty rates and the probability of execution conditional on absence were the same. The number of Irish deaths was 27,405, so their 13.3% casualty rate out of 206,000 enlisted is similar to the overall casualty rate of 12%. The Irish Divisions (the 10th, 16th and 36th) were not disproportionately targeted for harsh assignments. I cannot rule out the possibility that the Irish were assigned to harsher locations and better fighters. Also, soldiers with Irish surnames constituted 21% of the desertions and 17% of the executions. In any case, \(B\) and \(p\) only affect the cutoff rule, which is already allowed to be group-specific.
If $\Delta (v^{*i})$ is decreasing, then desertion has strategic complementarities. The more that soldiers perceive others to be deserting, the more normalized it becomes, and the more likely he will desert as well. Since executions affect $c$, which affects the cutoff $v^{*i}$, there is a social multiplier: $\frac{\partial v^{*i}}{\partial c} = \frac{1}{1+\mu \Delta (v^{*i})}$.

A soldier’s response to an execution depends on three expressions: $g\left(\frac{v^{*i}}{G(v^{*i})}\right) \frac{\partial v^{*i}}{\partial \mu}$, $g\left(\frac{v^{*i}}{G(v^{*i})}\right) \frac{\partial v^{*i}}{\partial \theta_i}$, and $g\left(\frac{v^{*i}}{G(v^{*i})}\right) \Delta (v^{*i})$. These can be written as $g\left(\frac{v^{*i}}{G(v^{*i})}\right) \frac{\partial v^{*i}}{\partial c} = \frac{g\left(\frac{v^{*i}}{G(v^{*i})}\right)}{1+\mu \Delta (v^{*i})}$, $g\left(\frac{v^{*i}}{G(v^{*i})}\right) \frac{\partial v^{*i}}{\partial \theta_i} = \frac{g\left(\frac{v^{*i}}{G(v^{*i})}\right)}{1+\mu \Delta (v^{*i})}$, and $g\left(\frac{v^{*i}}{G(v^{*i})}\right) \frac{\partial v^{*i}}{\partial \mu} = \frac{g\left(\frac{v^{*i}}{G(v^{*i})}\right) \Delta (v^{*i})}{1+\mu \Delta (v^{*i})}$. I assume $\mu$ is constant in what follows.

6.2 Deter or Spur? In the absence of social and psychological considerations, an exogenous increase in $p$ yields fewer desertions.

FACT 1 If $\mu = 0$ — the decision is only based on $C(p)$, then executions can only affect $c$, and increases in $p$ yield fewer desertions.

Suppose social and psychological considerations are present, but executions only affect $c$. The social multiplier reinforces the deterrent effect of executions, but the degree of reinforcement differs. In my application, the New Army saw less battle (lower $c$) than the Regular Army, shifting the cutoff rule to the left. If $\Delta' < 0$ and $\Delta'' > 0$, the New Army would see greater deterrence than the Regular Army.

FACT 2 If $\mu > 0$, then executions have a social multiplier effect: greater deterrence in communities where non-compliance is rare.

Thus far, executions only lead to deterrence. Spurring (backlash or delegitimization) occurs only with an expressive effect of executions on $\theta_i$ or $\mu$. $\theta_i$ could fall by increasing the perceived number of deserters or decreasing the perceived fairness or value of the public good. If expressive effects exceed deterrence, then spurring occurs.

FACT 3 The key expression for delegitimization is, $\left| \frac{\partial v^{*i}}{\partial c} \right| \frac{\partial c}{\partial E} + \left| \frac{\partial v^{*i}}{\partial \theta_i} \right| \frac{\partial \theta_i}{\partial E} + \left| \frac{\partial v^{*i}}{\partial \mu} \right| \frac{\partial \mu}{\partial E} < 0$, where $E$ represents execution (or execution rate).

Executions could also reduce $\mu$, but there are various reasons why this empirically appears not to have been the case. The Easter Rising did not weaken the morale of Irish soldiers [Denman 1992], so it may be that $\frac{\partial \mu}{\partial E} = 0$, which simplifies expressions. Also, we can suppress the social multiplier terms in the conditions for delegitimization.

FACT 4 If $\frac{\partial \mu}{\partial E} = 0$, then delegitimization occurs only if: $\frac{\partial c}{\partial E} + \frac{\partial \theta_i}{\partial E} < 0$. 
Next, we can be precise about the effects for the ingroup and outgroup.

**FACT 5**  *Spurring among Irish and deterrence among British occurs if:* \( \frac{\partial \theta_I}{\partial E} < -\frac{\partial c}{\partial E} < \frac{\partial \theta_B}{\partial E} \).

Soldiers may respond differently to executions of ingroup members. If executions of soldiers with ethnicity \( i \) primarily affects \( \theta_i \), then \( \frac{\partial \theta_I}{\partial E} = \frac{\partial \theta_B}{\partial E} = 0 \).42

**FACT 6**  *If soldiers are aware of the ethnicity of the executed soldier and* \( \frac{\partial \theta_I}{\partial E} = \frac{\partial \theta_B}{\partial E} = 0 \), *then Irish would be spurred by Irish executions if* \( \frac{\partial \theta_I}{\partial E} < -\frac{\partial c}{\partial E} \) *and British would be deterred by British executions if* \( -\frac{\partial c}{\partial E} < \frac{\partial \theta_B}{\partial E} \).

We may expect \( \frac{\partial c}{\partial E} = \frac{\partial c}{\partial E} \), in which case the condition simplifies to \( \frac{\partial \theta_I}{\partial E} < -\frac{\partial c}{\partial E} < \frac{\partial \theta_B}{\partial E} \). Since it is reasonable to think that an execution of a soldier of either ethnicity affects beliefs about \( p \left( \frac{\partial c}{\partial E}, \frac{\partial c}{\partial E} > 0 \right) \), we can then make the following statement.

**FACT 7**  *Under the assumptions stated and* \( \frac{\partial c}{\partial E} \), \( \frac{\partial c}{\partial E} > 0 \), *then Irish executions spur Irish desertions but deter British desertions, while British executions deter both.*

In sum, without the legitimacy term \( \theta_i \), in previous models of law and norms (Bénabou and Tirole 2011; Besley et al. 2015; Jia and Persson 2015), \( \Delta^* \left( v^{*,I} \right) < \Delta^* \left( v^{*,B} \right) \) governs the magnitude, but not the sign—deter or spur—of the response to executions.

### Conclusion

Many countries struggle with non-compliance to state laws, and sanctions are sometimes ineffective in international law (Goldsmith and Posner 1999; Posner 2003). The prevailing strategy for addressing non-compliance is the imposition of harsher sanctions, and for 60% of the world’s population this includes the death penalty. This is despite a lack of empirical evidence regarding the effects of the death penalty. Moral issues aside, analysis of whether British executions during World War I deterred military desertions provides a novel test for the death penalty. One prerequisite for a death penalty policy is whether individuals respond to increasing subjective risk of criminal sanction (Nagin and Pepper, eds 2012). A negative finding showing limited deterrent effect on military desertions would suggest that, even in a context where the death penalty was designed for maximum deterrence (immediate executions, public, and wide promulgation), the death penalty is not as strong a disincentive as we might imagine.

Historians believe that the decision to execute or commute was basically a random process, which I statistically corroborate. Using this result and archival data on desertions, I employ three modeling approaches to estimate the deterrent effect of the death penalty:

---

42I could introduce positive or negative correlation in \( \theta_I \) and \( \theta_B \), changing the conditions for spurring.
strong SUTVA, where only the most recent event matters and I study the time from
an execution or commutation until next absence; weak STUVA, where I also control for
the effects of more distant events; and a day-by-day non-parametric approach, where I
estimate the probability of absence as it depends on the cumulation of past executions and
commutations, but impose assumptions about the half-life of these events. I find limited
evidence that executing deserters deterred absences. Deterrence is observed primarily in
models that cumulate the effects of all previous events with an assumption that the effect
of events have half-lives of one month or more. Executing Irish soldiers spurred absences,
especially Irish absences. Executing an Irish soldier increased the hazard rate of absences
by 2-3 fold out of a median time of 2 weeks to the next absence, doubled the chance of
Irish being the next absence, and led to a 2% higher chance of Irish absence relative to
British absence.

The research design presented in this paper brings causal evidence related to issues
such as the role of legitimacy in courts, organizations, and nation-states. In order to
investigate the relationship between legitimacy and crime, one would need a scenario where
especially identical crimes led to very different punishments for arbitrary reasons with
individuals observing the punishment and tracked before and after the event. Thus, this
paper suggests that sometimes state-imposed sanctions can undermine state legitimacy
and provides evidence of another mechanism for legal compliance beyond deterrence that
has received less attention in the formal literature.
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Appendix: Description of Merging Process

The data is the outcome of the following data generating process: absentees, which led to trials, which led to convictions, which led to death sentences, which led to executions or commutations, which led to a potential causal effect on subsequent absentees. Absentees are measured in the War Diaries, Police Gazette (B.E.F. subset), and Trials (absentee and deserters subset).

Each event (death sentence, absence, or casualty) needs to be assigned a particular division. Six datasets are merged into the Order of Battle: Absentees-War Diaries, Absentees-Police Gazettes, Trials, Death sentences, Casualties, and Officer lists. Each dataset has a different set of keys, the most important of which is date, because the lower level military units moved between different higher level units throughout the war. Each of the six datasets is also merged into the Irish surname dictionary. The Order of Battle is itself merged into a list of battle locations to yield geocodes. The Service and Pension Records is merged by name into each of the six datasets to obtain a handful of its covariates, such as age and birthplace. No attempt is made to merge any other datasets by soldier name because of the difficulty due to spelling and non-unique names.

The original sources are typed, with the exception of the trial registers, which are hand written. This paper digitizes absentees, trials, officers, battle locations, and the Order of Battle. Casualties, capital sentences, Irish surnames, the Medal Rolls Index, and the Services and Pensions Records were previously digitized. Unit names were not the same in different data sources because of data quality and different ways of spelling or abbreviation. As a first step in the data cleaning, names of military units were disabbreviated with the help of historical sources and historians. For instance, the short form (e.g., ASC, RFA, DAC, etc.) is changed to the respective long form (e.g., Army Service Corps, Royal Field Artillery, etc.). The Order of Battle also presented some difficulty. Battalions are recorded both on regimental pages and divisional pages. Regiment pages appear to be more complete and reliable and are given priority in data entry. Additional information on the Order of Battle digitization is provided in Appendix B below.

Linking the datasets to the Order of Battle is based on up to three variable keys: 1) Battalion name (sometimes company or platoon name) and/or battalion number, 2) Regiment name, and 3) Date (absence, casualty, or trial date). A regiment name typically refers to a geographic location in the UK. Each regiment has many numbered battalions. The battalions usually travelled in different divisions. All three variable keys are necessary for an exact match. In addition, matching on only battalion number and regiment string is possible because battalions within a regiment typically had unique battalion numbers.

The data linkages are generated through two steps: exact matching and algorithms. For exact matching, all datasets employed a manual look-up table to serve as an exact translation of a unit to a combination of regiment and battalion in the Order of Battle. Cross-checking with historical sources and historians yielded a manual look-up table linking the battalion/regiment string in each of the six datasets to the equivalent battalion/regiment in the Order of Battle.

The exact look-up is composed of two steps: the actual exact look-up of the unit followed by date matching in the Order of Battle. If both conditions yield a match, then the first round is deemed successful. Most matches were derived from this exact look-up. In a few instances, battalions are formed from existing battalions that do not have an official separate entry in the Order of Battle or are renamed into new battalions that also do not have a separate entry, resulting in the soldier being listed as deserting or dying on a date when the battalion does not exist in the Order of Battle. In these instances, the nearest date on which the brigade and division is affiliated with the named battalion is used. Where a precise date is
identified, it usually refers to only the headquarters arrival or departure. The nearest-date assumption allows time for a unit to reorganize during relocation. If the battalion is not listed affirmatively as not having a brigade/division in some date range (for instance, headquarters may be moving from one location to another), the battalion will be assigned to the nearest brigade/division by date. If the battalion is listed affirmatively as not having a brigade/division in some date range (for instance, the battalion is in another part of the world when the war began) but the soldier’s date falls in that range, he will be un-assigned.

For example, if a battalion is stated as being part of a brigade/division and does not mention a date, it will be associated for the entire war. If a battalion is stated as being part of a brigade/division and forming on December 1914, the Order of Battle will not have an entry for this battalion before December 1914 and the soldier will also have that association for dates prior to December 1914. On the other hand, if the battalion is stated as forming in August 1914 and then arrives in December 1914 as part of a brigade/division, then the Order of Battle will have an entry of “null” for this battalion before December 1914 and it will not be associated with anything before December 1914. Further, if it is first mentioned on December 1914 as being affiliated with that brigade/division but the Order of Battle does not state a date of formation, then the battalion will have an entry of “null” in the Order of Battle prior to December 1914 and will not be associated with anything before December 1914. Previous analyses making different assumptions about the dates of battalion associations do not seem to be material to the final inference. In addition, the first date of the war and the last date of the war are assumed when the first date at the beginning of the war and last date at the end of the war for a battalion’s association with a brigade and division are not explicitly stated.

In some instances, the military unit could not be identified easily by hand for an exact look-up. An algorithm is then used, which involves approximate string distance matching and the prioritization of variable keys to allow for minor typos in the original record or data entry. For example, the Order of Battle occasionally lists battalions together as a single record. In some datasets, battalion and regiment are not separated into distinct variables in the original raw data. The raw data would leave the information in such an abbreviated form that the entire string was used to match against the battalion and regiment keys. This algorithmic step extracts the battalion number and separates it from the regiment, because in most cases, battalions can be uniquely identified simply by its number within a regiment. Some inference can also be made if the best possible matches all locate the battalion in the same division. In the algorithmic step, the nearest date is not used to facilitate the merge; an exact match for the date is required. Matching the regiment string also involved de-abbreviations, or if no de-abbreviation, a manual look-up. A Jaro-Winkler string distance score was calculated comparing the closest OOB regiment match with the extracted regiment. When multiple matches were available within a string distance of 0.20, it was checked whether all potential matches yielded the same division and brigade. If only a single match was available, then any match with string distance worse than 0.05 was discarded. Records without absence dates or battalion numbers were discarded.

Finally, after merging the records into the Order of Battle brigade and division, the brigades and divisions are assigned unique identifiers because the Order of Battle occasionally uses different names to refer to the same division or brigade. One form of measurement error is unavoidable: when the Order of Battle does not record the exact day when a battalion moves to another division, I assume the transition occurs on the first day of the month. Other measurement errors in the merging process are assumed to be orthogonal to the execution or commutation decision.

43Email from Putkowski on September 14, 2015.
Duplicates are also removed during the data cleaning process. Any soldier with the same first name, last name, regiment number, and record date are made unique in the following datasets. Any soldier’s record without a date is also dropped.

A.1 Merging Capital Sentences to the Order of Battle  
The capital sentences dataset already provides a numerical code for brigade and division, so linking to the Order of Battle merely required decoding. However, brigade data was often not included in the original data, so these were entered manually by searching for the regiment and battalion, checking that the original division data is correct for the record’s date, and entering the brigade that is correspondingly listed in the Order of Battle.

A.2 Merging Absentees-War Diaries to the Order of Battle  
The War Diaries dataset is merged using the Unit (which contains battalion name, battalion number, and regiment name) to the Order of Battle. The units are first matched manually, using consultations with historians, de-abbreviations, and a look-up table. Units are dropped when there is no possible way to uniquely identify the match (e.g., a unit listed as, 1st Engineers, would be impossible to disambiguate). The second round of matching uses the Jaro string distance between the combination of battalion number, battalion name, and regiment name with its equivalent in the Order of Battle. The algorithm makes pairwise comparisons between every possible match in the Order of Battle and takes the best match if the distance is below a threshold. Battalion and regiment string distances are given equal weight in priority. However, the battalion number is required to be an exact match.

A.3 Merging Absentees-Police Gazettes to the Order of Battle  
The Police Gazettes dataset is merged using Corps (which contains battalion name, battalion number, and regiment name) to the Order of Battle. The units are first matched manually, using consultations with historians, de-abbreviations, and a look-up table. The second round of matching uses the Jaro string distance between the combination of battalion number, battalion name, and regiment name with its equivalent in the Order of Battle. The algorithm makes pairwise comparisons between every possible match in the Order of Battle and takes the best match if the distance is below a threshold. Battalion and regiment string distances are given equal weight in priority. However, the battalion number is required to be an exact match.

Dates in the Police Gazettes did not include the calendar year. Calendar year is inferred from the publication date of the newspaper gazette. For example, a December absence recorded in a January gazette would have the year be set as the year prior to the publication date.

A.4 Merging Trials to the Order of Battle  
The FGCM dataset contains only regiment name and battalion number. The regiment name is first matched manually to the regiment in the Order of Battle, using consultations with historians, de-abbreviations, and a look-up table,. Then additional records with spellings that are close to the matchable FGCM regiment strings are replaced with the matchable spellings via algorithm to address minor errors in transcription. The battalion number and regiment string are then used to find its equivalent in the Order of Battle. The second round of matching uses string distance between the combination of battalion number and regiment name to find its equivalent in the Order of Battle. The algorithm makes pairwise comparisons between every possible match in the Order of Battle and takes the best match if the distance is below a threshold. Because these strings are noisier than in the other datasets, both the Jaro string distance and the Levenshtein string distance are employed. The battalion number is sometimes missing in FGCM. In this scenario, all possible matches are examined and checked to see if they all yield the same brigade/division. If so, then that brigade/division is assigned. Note that because the exact date of absence is not recorded, I assume that the absence occurred one month before the trial date and deduct this month accordingly before merging with the Order of Battle.
This ensures that the news a potential deserter responds to is merged in from the correct division in case the battalion has moved divisions in the meantime. However, the true trial date is kept for all analyses.

**A.5 Merging Casualties to the Order of Battle** The casualties dataset contains battalion, regiment, and battalion number. This dataset was previously digitized, so linking to the Order of Battle merely required decoding. However, some records are lost in the process because the Order of Battle did not provide information on the brigade and division for some battalions. These casualties are dropped.

**A.6 Merging the Officer List to the Order of Battle** The officers are already organized by each of the higher level units (brigade, division, corp, army, and general headquarters).

**A.7 Merging to Service and Pension Records** Linking to the Service and Pension Records requires the soldier’s name. The first name is often abbreviated. If so, only the first letter of the first name is used in the merge. Sometimes the raw data includes first and middle initials in capital letters without punctuation separating the two initials. The two initials would be separated before merging by name.

The matching algorithm involves a mix of exact-match requirements and minimum distance calculations. Battalion number and first letter of the first name are required to match exactly. Matching based on unit names and the remainder of a soldier’s name is based on approximate string distance: Levenshtein distance is used for soldiers’ names and the Jaro distance is used for unit name. The reason for using Jaro when matching military units is that the number of strings describing the military unit often differs across datasets. These extra strings do not impose as much of a penalty when using the Jaro distance.

The **Levenshtein** distance counts the number of deletions ($d$), insertions ($i$) and substitutions ($s$) necessary to turn two strings, $A$ and $B$, in the other. All characters, including spaces and punctuations, count. This distance is bounded, for instance if $A$ contains $n_A$ characters and $B$ contains $n_B$ characters, the lower bound is $n_A - n_B$ and the upper bound is $n_A$ (if $n_A > n_B$) or $n_B$ (if $n_B > n_A$). This distance metric is more appropriate for a single string, such as a surname.

The **Jaro** distance is a heuristic measure. Let $n_{AB}$ be the number of matching characters between $A$ and $B$ and $n_t$ the number of transpositions of the $n_{AB}$ matching characters. Two characters $c_A$ and $c_B$ are said to be matching in $A$ and $B$ if and only if $c_A = c_B$ and the index (position) of $c_A$ in $A$ is less or equal to $\lfloor 0.5 \cdot \max(n_A,n_B) - 1 \rfloor$. Then, the Jaro distance is:

$$
(1) \quad d_{A,B} = 1 - \frac{1}{3} \left( \frac{n_{AB}}{n_A} + \frac{n_{AB}}{n_B} + \frac{n_{AB} - n_t}{n_{AB}} \right).
$$

This distance is bounded between 0 (exact match) and 1 (complete dissimilarity). It is also defined as 1 when there are no characters in common between $A$ and $B$.

A higher threshold is allowed for merging Service and Pension Records than for merging the Order of Battle because the data is recorded with poor quality. Data that was hand-entered as “[?]” could have
been treated as a wildcard for the purposes of matching, which would have greatly increased computation time. Instead, wildcards are dropped since dropping them does not affect the string distance functions much.

A.8 Irish Indicator Each of the six datasets is also merged into the Irish surname dictionary. This is based on an exact name match. A second Irish indicator is imputed using the merge with Service and Pension Records. The place of birth is matched to Ireland. The second indicator is used in robustness checks but is not the main indicator because the Service and Pension Records merge is not strong, but it is used to conduct validity checks on the surname dictionary.

A.9 Merging with Higher Order Units (Corps, Army, and General Headquarters) Linking the division to the higher order units is more straightforward because it does not involve data external to the Order of Battle. However, sometimes the Order of Battle does not report the association of a division to a particular corps or army for some dates. In this case, a match is made to the chronologically closest corps or army of which the division is part. This is because the official dates of association typically refer to the headquarters’ relocation, but given the size of the unit, the soldiers themselves could take quite a while to relocate. If the previous hierarchy is unknown for matching divisions to corps, a match is made by looking forward in time and for the next corps that the division is associated with. If the previous hierarchy is unknown for matching corps to army, a match is made by looking forward in time and for the next army that the corps is associated with, with exceptions noted below. In a handful of cases, the Order of Battle reports that the division is associated with more than one corps/army. In those cases, a match is made to the corps/army that has the longest association with the division.

Corps outside of France and Flanders are linked directly to a general headquarter. The four other general headquarters whose officers are recorded are located in Salonika, Egypt (Palestine), Gallipoli (Mediterranean), and Italy. Some corps fought first in Italy and then in France. Only corps in Italy have an associated army unit. Units associated with these corps are assigned to the appropriate army while they are fighting outside France. Army units are associated to general headquarters on exact dates.

A.10 Geolocation Linking to the battle is straightforward because it does not involve data external to the Order of Battle. A battalion is not assigned a geolocation before its first battle or after its last battle and is assumed to travel incrementally from one battle to the next. The air distance is calculated to the English Channel and to Berlin.

A.11 Final Dataset The final dataset contains 14,466 unique records of soldiers who were absent or sentenced to death. Observable individual, unit, and environmental characteristics are merged from all other datasets. The variables are summarized below:

Environmental characteristics are derived as follows:

- **Battle environment**: Number of casualties in each division and brigade at each point in time. One number for British and one for Irish.

- **Morale**: Number of absentees in each division and brigade at each point in time. One number comes from each of the War Diaries, Police Gazettes, and FGCM. These numbers are further broken down by British and Irish.

- **Disciplinary environment**: Number of death sentences and number of trials in each division and brigade at each point in time. The death sentences number comes from the capital sentences dataset and the number of trials comes from the trial dataset. These numbers are further broken down by British and Irish.
• **Executions environment**: Number of executions in each division and brigade at each point in time. This number comes from the capital sentences dataset. These numbers are further broken down by British and Irish.

The environmental factors are calculated in and around a time window of 30, 60, and 90 days before, after, or before and after the current day, never including the current day (so a 30 day window is really a 29 day window before and after the current day).

The final list of variables are:

- Name - Name of the soldier
- Unit - Unit of the soldier, typically battalion
- Rank - Rank of the soldier, typically private but in some cases also specific officer rank
- Date - Absence date (War Diaries and Police Gazette), sentence date (Capital Sentences), or trial date minus 30 (FGCM dataset)
- CaseType - Crime such as desertion, absence, or quitting (FGCM dataset)
- Sentence - Commutation or execution
- Location - The city name (FGCM dataset) or a general indication such as B.E.F. (War Diaries and Police Gazette) or F&F
- OtherType - Other crimes the soldier was tried for or miscellaneous info about the sentence
- Brigade, Division, Regiment, Battalion - Name of each unit the soldier was part of on that date
- Dataset - Name of the dataset where the record comes from
- LastName, FirstName, FirstLetterLastName - Soldier’s name
- DeathSent - Indicator for whether the soldier is sentenced to death (FGCM dataset)
- CorpName, ArmyName, GHQName - Name of additional units the soldier was part of on that date
- BrigOfficerName, BrigOfficerRank - Name and rank of the 1st officer in command of the soldier’s brigade
- DivGOCName, DivGOCRank, DivGSO1Name, DivGSO1Rank - Name and rank of the Division General Officer Commanding (GOC) and Division 1st grade staff officer (SO)
- CorpGOCName, CorpGOCRank, CorpBGGSName, CorpBGGSRank - Name and rank of the Corps GOC and Corps staff officer
- ArmGOCName, ArmGOCRank, ArmMGGSName, ArmMGGSRank - Name and rank of the Army GOC and Army staff officer
- GHQChiefName, GHQChiefRank, GHQCGSName, GHQCGSRank - Name and rank of the C-in-C and the staff officer of the B.E.F.
- LastName_SP, BirthParish, BirthCounty, Residence, Age, DocYear_SP, regiment_SP, FirstName_SP - Information from the Service and Pension Records
• Irish - Indicator of whether the soldier’s surname is Irish

• DistCoast, DistBerlin - The air distance of the division of the soldier record to the English Channel and to Berlin, obtained from linking with the Geo Location dataset

B Order of Battle

This section describes some of the assumptions and procedures used when entering the entire Order of Battle from The Long, Long Trail (http://www.1914-1918.net/). Battalions are recorded both on regimental pages and divisional pages. Regiment pages appear to be more complete and reliable and are given priority in data entry.

Battalions, brigades, and divisions also had multiple spellings, e.g., Highland Division and 51st or Highland Division and 51st Division. Priority was given to the longest spelling and, in general, to make all identifiers unique even when the original data did not provide a unique string for a single military unit. The division pages sometimes have much more specific information than the regiment page on the exact name of the brigade or division. The division page would be relied upon for the more complete information. Geography or unit number often uniquely identify the military unit. However, some data records needed to be dropped because there was either contradictory geography and unit number identifiers (e.g., 55th 2nd West Lancashire Division would be dropped because there was a 57th 2nd West Lancashire Division) or the information was not specific enough to identify the unit (e.g., Welsh Division).

Interpreting the Order of Battle also required several assumptions. The regimental pages are organized by battalion. For each battalion, each of its associations to a particular brigade and division would come with the identity of the brigade and division and the beginning and end date of the association. If the start or end date of a battalion is not listed and the association is chronologically the first or last for the battalion, then the first and last date of the war is assumed. When only month and year are provided, the 1st of the month is assumed.

Sometimes, a battalion is amalgamated with or absorbed into another battalion. In this case, the division and brigade of the new battalion is entered for the old absorbed battalion from the date of absorption all the way to its end date to ensure that data was not lost in merging. The other datasets would sometimes record a soldier as being part of the absorbed battalion after the battalion was absorbed. For example, 11th service battalion pioneers of the King’s Liverpool Regiment was absorbed by the 15th Battalion of the Loyal North Lancashire Regiment on 17 June 1918. The details for the 11th service battalion June 17 onwards would be entered from information for the 15th battalion, because the 11th service battalion is now part of the 15th battalion.

If a battalion is formed on a certain date, say 1 Aug 1914, but is assigned a division and brigade at a later date, say 1 September 1914, the first entry for this battalion would be 1 Aug 1914-1 September 1914, and the division and brigade would be null. If a battalion was disbanded on a particular date, the date of disbandment would be the end date. In practice, this means any soldier attached to the battalion before it got assigned to a division and brigade or after the battalion was disbanded would not merge into the other datasets. This is because if a soldier deserted or was sentenced on a particular date in this unit, we affirmatively know that the soldier should not be part of a division or brigade. In contrast, if the Order of Battle simply has no information for a battalion, the soldier is attached to the division or brigade nearest in date (see Appendix A), because we do not know affirmatively that the soldier should not be part of a division or brigade.

Continuous connections to brigade or division are assumed unless the original data said explicitly that the battalion left the division or brigade and there is no information on another division or brigade.
assigned. For example, if the battalion was assigned to another division without any information on brigade, the previous brigade information was assumed. Similarly, previous division information was assumed if the battalion was assigned to a new brigade without any new information being provided on division. In all instances, the divisional page would be cross-checked for more information. Sometimes, a battalion may move to another division as “divisional troops,” in which case no brigade would be recorded in the data entry.

As long as there is information available on the original battalion, this information would be tracked in data entry. For instance, if a battalion is reduced to cadre strength, and personnel are transferred to another battalion (hence, usually to another division) and the cadre is reported to be in a different division, information on the cadre is entered for the battalion (i.e., entries reflect the division and brigade information of the cadre).

Sometimes, the Order of Battle would report the battalion assignments to be “same as” or “similar to” another battalion. Sometimes battalions would be listed together with identical battalion assignments. This information would be carefully separated out to facilitate merges. Sometimes the location assignments were not detailed enough for data entry (e.g., data on cyclist units). Occasionally, absentees would be recorded as part of training reserve battalions, which were in the UK, so these absentees were also dropped during the merge. Cavalry divisions were also ambiguous so if a battalion was listed as being associated with a numbered cavalry division and then an unnumbered cavalry division, the numbered cavalry division was assumed. Finally, sometimes the battalion has different names but are identical as far as one can tell from the Order of Battle (e.g., 483rd field company and 1 ea anglian field company); they are listed in the Order of Battle under each name in case the raw data lists soldiers as being part of one battalion or the other.

C Assessing Irish Ethnicity

There are three ways to assess Irish ethnicity: Irish surname dictionaries, regiment, and birthplace. Each source of data on absentees, death sentences, and casualties has name and regiment, but only three databases—the Service and Pension Records, Casualties, and Police Gazettes—have birthplace and enlistment location. For reasons described below, I use surname instead of regiment to infer Irish ethnicity. Linking by name to access location data is impracticable because of slight differences in spelling, typographical errors in the originals or in transcriptions, a large number of people with shared names, and the fact that the Service and Pension Records are incomplete samples of the universe of soldiers who served.

However, the availability of these datasets with surname and birthplace allows for assessment of 1) how closely Irish surname and Irish birthplace align; 2) the relative loyalty of Irish and non-Irish soldiers by birthplace (I can do this because the birthplace data is available in conceptually distinct datasets); 3) the differences between being born in Ireland or Britain vs. being enlisted in Ireland or Britain vs. having an Irish or non-Irish surname; 4) the quality of geolocation; and 5) the population representativeness of casualties. Differences in distance-in-time to Irish roots can be related to differences between having male Irish ancestry vs. having Irish birthplace. Those born and raised in Britain with Irish male ancestry may be more loyal than those born and raised in Ireland, but those having male Irish ancestry may be less loyal than those without male Irish ancestry even among soldiers born and raised in Britain.

C.1 Irish Regiment

Some previous researchers have relied on regiment to infer Irish ethnicity and to analyze how the WWI experience differed for Irish and non-Irish soldiers. The casualties database has both regiment and birthplace, so, assuming that those who died are a representative sample, it can be used to assess the validity of using regiment to infer Irish ethnicity by birthplace. I proceed in two steps
to identify the geographic location of every birthplace and enlistment location. The first step uses a list
of counties. I first construct a single address string if both parish and county are available. I then look for
exact string matches with the list of counties. For example, “down” and “derry,” which are Irish counties,
would have to appear as a separate string. Occasionally the address would have multiple strings that
match the county list. To address this, if the data has “co” or “co.,” the string that appears right after
would be prioritized in the matching, or if the string comes after a comma, it would be prioritized. The
second step uses Google Map’s API to locate the remaining locations.

Previous analysis ([Perry 1994](#)) and my own analysis of the casualties database indicate that some
regiments are disproportionately composed of soldiers whose birthplaces were in Ireland. Northern Irish
regiments were: Royal Irish Rifles, Royal Inniskilling Fusiliers, and Royal Irish Fusiliers. Southern Irish
regiments were: Irish Guards, Royal Irish Regiment, Connaught Rangers, Royal Dublin Fusiliers, Leinster
Regiment, and Royal Munster Fusiliers. Among soldiers whose birthplaces could be appropriately located
by the API (82% of the 660,585 casualties had birthplaces that could be located in the UK using the
two-step algorithm), the Northern Irish regiment with the fewest Irish soldiers had 38% of its casualties
born in Northern Ireland and the one with the largest proportion was 62%. Between 67-74% of casualties
in Southern Irish regiments were born in Southern Ireland. Before proceeding, it is important to note
that all percentages discussed in this section are reported as a percent of the soldiers whose birthplaces
could be located in the UK. 19,241 casualties were marked as being born in Southern Ireland and 10,189
were marked as being born in Northern Ireland.

About 30% of those whose birthplaces were in Ireland were assigned to non-Irish regiments. While many
soldiers were allocated to their regiments according to their birthplace, the military command changed
its policy during the war. It began allocating soldiers according to need instead of by geography, which
avoided the decimation of entire youth cohorts of villages. Using regiments to base the analysis of how
the WWI experience differed for Irish and non-Irish soldiers may be confounded with changes in military
policy.

An analysis using surnames to infer ethnicity (99,433 soldiers have Irish surnames) would be unaffected
by policy changes in allocation of soldiers to regiment. Moreover, disparate treatment of minorities need
not be limited to soldiers being born in Ireland. Disparate treatment can affect soldiers who had Irish
male ancestry. British-born soldiers without Irish ancestry but assigned to Irish regiments are unlikely
to have experienced disparate treatment of the kind that soldiers with male Irish ancestry would have
experienced. If they experienced advantaged treatment, then using regiment would render a greater
violation of monotonicity (if we analogize the use of Irish regiment as an instrumental variable for Irish
identity). Counting British-born soldiers without Irish ancestry as “Irish” for statistical analysis can lead
to a qualitatively different kind of measurement error. Finally, a more practical concern that precludes
the use of regiments is simply that they are not always cleanly available in different datasets due to
idosyncratic abbreviations, spelling errors in the originals, or typographical errors in data entry. Thus,
my analysis relies on Irish surnames rather than Irish regiment.

The consistency in the proportion of soldiers deemed Irish is not present when I use Irish regiment. In
the B.E.F. Police Gazette sample of deserters, 17.5% are from Irish regiments. This is close to the
16.5% with Irish birthplaces. However, in the War Diaries sample of deserters, only 10.5% come from
Irish regiments. The reason is partly due to the fact that names are recorded better than regiments, which
often appear inside an idiosyncratic spelling or abbreviation of the military unit, which can be merged
to brigade and division but not always cleanly to regiment. In the capital sentences data, 8.1% come
from Irish regiments, further corroborating the difficulty of using regiments to identify Irish ethnicity. The lower percentage could mean that those from Irish regiments were treated very favorably by the military justice system conditional on deserting, but no historical evidence suggests that this is the case. Alternatively, the quality of the spelling of regiments could be lowest in the capital sentences data, which used very short abbreviations, relative to the War Diaries and Police Gazette data sources. Thus, I use surname instead of regiment to identify Irish soldiers.

Notably, despite the potentially poor transcription of regiment, within the capital sentences dataset, 7.1% of executed soldiers, 7.1% of deserters with capital sentences, and 7.4% of executed deserters come from Irish regiments. The consistency of proportion of soldiers deemed Irish within-dataset—regardless of how Irishness is measured—is consistent with the hypothesis that the decision to execute or commute any soldier was quasi-random and unrelated to, for example, the soldier’s Irish identity.

C.2 Medal Rolls Using the Medal Rolls Index, which contains the near universe of all soldiers who enlisted in WWI, I compare the identification of soldiers with male Irish ancestry as a percentage of overall enlistment with the official government statistics reported on Irish enlistment by place of birth (which is 3.9%). The Medal Rolls Index does not contain county of origin, but contains last name, first name (and, if available, middle name or initials), rank, regiment, and regiment number. There is no battalion number, battalion string, or date. Merging the Irish surname dictionary with the Medal Rolls yields an estimate of 14.1% having male Irish ancestry out of 5.4 million soldiers. The figure, 14.1%, is 250% higher than the 3.9% of the UK soldiers in France and Flanders as reported in government statistics as being born in Ireland.

C.3 Casualties Using the casualties database, I compare the identification of soldiers with male Irish ancestry with the identification of soldiers born in Ireland. Roughly 15.1% or 99,433 of the 658,616 casualties are identified as having male Irish ancestry according to the surname dictionary. A similar 15% of the 549,884 listed as dying in France and Flanders are also identified as Irish according to surname. This 15% ratio is similar to the 14.1% of the Medal Rolls identified as having male Irish ancestry. Those with Irish surnames appear to have been dying at the same rate at which they were enlisted. Three-month aggregates of Irish and non-Irish casualty rates are correlated at 0.9 in my data, so I use overall casualties as proxy for battle environment.

Turning to an analysis of birthplace, according to the Irish National War Memorial only 49,000 of the casualties were Irish and most estimates range from 30,000 to 50,000. In a separate analysis of birthplace, 29,739 men in the casualties database were born in Ireland (Jeffery 2000, p. 150). Another source, analyzing the Irish census, reports 27,405 Irish deaths, a rate of 14% out of the enlisted Irish and “the same proportion as for the British army overall” (Fitzpatrick 1996, p. 392), which was 12%. My geolocation algorithm yields 29,430 Irish deaths. The 27,405 Irish census deaths account for 4.1% of the casualties database, which is close to the 3.9% reported in government statistics of the percent of all enlistees being born in Ireland.

On the basis of the analysis of casualties according to surname or casualties according to birthplace, one may assume—as other historical researchers, such as Perry (1994) and Oram (1998), have assumed—that the casualties reflect a representative sample of the overall enrollment. Moreover, three analyses of birthplace and surnames—government statistics and the Medal Rolls Index surnames, Irish census (Fitzpatrick 1996) and casualties surnames, and geolocation and casualties surnames—suggest that the surname dictionary results in a similar 240-250% more soldiers being identified with male Irish ancestry compared
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to soldiers who were born in Ireland, so the “measurement error” (if we think of surname as measuring birthplace with error) when using Irish surname is at least similar across enlistment and casualties statistics.

C.4 Police Gazettes Using the entire Police Gazettes database on 152,699 deserters and absentees (including those who deserted in the UK), I compare the identification of Irish soldiers using the surname dictionary with the Irish identification based on county of origin in a large sample. Among the Police Gazettes’ deserters, 21.7% have Irish surnames. Among the B.E.F. sub-sample of deserters, 22.7% have Irish surnames. In the sample of deserters recorded in the War Diaries, 21% have Irish surnames. The higher percentage of soldiers counted as Irish in these desertion samples is consistent with the Irish having a lower morale and deserting at a higher rate than the British. Using birthplace data, 13.4% of B.E.F. deserters were born in Southern Ireland and 4.4% were born in Northern Ireland. (All percentages are reported as a fraction of geolocateable soldiers.) In this dataset, 62% of soldiers could be geolocated. The higher rates of desertion from Southern Ireland would be consistent with priors.

The increase in the share of soldiers with Irish birthplace in this database (13.4 + 4.4 = 17.8% of geolocateable birthplaces) as opposed to the casualties database (5.4% of geolocateable birthplaces) is notable as it indicates that the Irish-born were more inclined to desert in the field. Dividing 17.8 by 5.4 indicates that the Irish-born were deserting at roughly 3.3 times the rate at which they enlisted (using the reasonable assumption that the casualty statistics are representative of enlistment statistics). Those with Irish surnames were deserting at 1.5 times the rate at which they enlisted. The ratio of 22.7% to 17.8% indicates that, among deserters, Irish surnames are only 28% more frequent than Irish birthplace, not 240-250% as found in the analysis of enlistment and casualties. The dramatic decrease in the ratio of the number of soldiers with Irish surname to the number of soldiers with Irish birthplace is notable because it suggests that length of time from Irish roots is predictive of morale.

C.5 Irish Loyalty and Length of Time from Irish Roots Analysis of birthplace data across these datasets provides additional evidence that the Irish were probably less loyal than the British. The casualties database has 1.9% of its soldiers being born in Northern Ireland and 3.6% of its soldiers being born in Southern Ireland. The Police Gazettes has 4.5% of its soldiers being born in Northern Ireland and 9.8% of its soldiers being born in Southern Ireland. In the sub-sample of B.E.F. deserters, 4.4% were born in Northern Ireland and 13.4% were born in Southern Ireland. Since B.E.F. deserters are those who deserted in the field, whereas Police Gazette desertion can be interpreted as desertion that occurred during training, the higher share of Southern Irish–born in the B.E.F. sub-sample suggests that lower morale among Irish soldiers was more relevant for Southern Irish when choosing to desert in the field of battle than when choosing to desert in the UK.

Comparing desertion statistics with enlistment statistics suggests that lower duty to fight is also observed among the enlisted Irish-born soldiers compared to enlisted British-born soldiers. As a share of enlistment, Irish-born soldiers were 170% (dividing 4.5% + 9.8% by 1.9% + 3.6%) more likely to desert during training in the UK, but Southern Irish–born were 270% times more likely to desert in France and Flanders (dividing 13.4% by 3.6%) while Northern Irish–born were 130% more likely to desert in the field (dividing 4.4% by 1.9%). This finding suggests that, despite Northern Ireland remaining part of Britain after WWI, the Northern Irish–born were over twice as likely to desert as British-born enlistees.

\[\text{Note that the figure } 5.4\% \text{ differs from } 4.1\% \text{ in the previous sub-section because only } 82\% \text{ of casualties are geolocateable and I geolocated about } 2,000 \text{ additional casualties as being born in Ireland than the } 27,405 \text{ reported in the Irish census.}\]
Next, I analyze enlistment location data. Analysis of enlistment location suggests that the gradient in the duty to fight is similar according to enlistment location and according to birthplace: 1.8% of casualties, 4.1% of Police Gazette, and 3.8% of Police Gazette B.E.F. deserters were enlisted in Northern Ireland while 2.2% of casualties, 7.2% of Police Gazette, and 8.1% of Police Gazette B.E.F. deserters were enlisted in Southern Ireland. As a share of enlistment, soldiers who enlisted in Ireland were 180% (dividing 4.1% + 7.2% by 1.8% + 2.2%) more likely to desert during training in the UK, but Southern Irish–enlistees were 270% times more likely to desert in France and Flanders (dividing 8.1% by 2.2%) while Northern Irish–enlistees were 110% more likely to desert in the field (dividing 7.2% by 1.8%). In sum, desertion in the field was also higher for soldiers who enlisted in Ireland relative to those who enlisted elsewhere. These results suggest that birthplace is a stronger predictor of loyalty, but enlistment location and surname are also strong predictors.

Together, the fact that both the Northern Irish–born and the Northern Irish enlistees were over twice as likely to desert assuages the concern that the use of the Irish surname does not distinguish between Southern and Northern Irish. Therefore, not distinguishing between the two groups in the main analyses is unlikely to be problematized by the potential for the Northern Irish to have equal or heightened loyalty compared to the British. At present, I do not have historical information on Catholic or Protestant birth parishes to ascertain whether Protestant Irish had heightened loyalty, but there is little in the discriminatory statements made by British officers indicating that they made a distinction on the basis of religion. The use of surnames is still likely superior to the use of regiment to mark “Irish” because 27% of soldiers in Irish regiments were born in Britain. The mix of Protestant and Catholic Irish would also still exist in the regiments.

Finally, even though British-born soldiers were far more loyal, British-born soldiers with Irish surnames, were disproportionately disloyal. This further supports the use of Irish male ancestry as a proxy for “Irishness.” In the data, soldiers with Irish surnames and Irish birthplaces comprise 2.0% of casualties and, with the assumption of population representative death rate, 2.0% of enlistment, but 6.5% of the Police Gazette (225% more likely to desert). Soldiers with Irish surnames and British birthplaces comprise 13.2% of casualties and 15.6% of the Police Gazette (20% more likely to desert). Soldiers without Irish surnames and with Irish birthplaces comprise 3.4% of casualties and 8.2% of the Police Gazette (140% more likely to desert). Soldiers without Irish surnames and with British birthplaces comprise 81.4% of casualties and 69.7% of the Police Gazette (15% less likely to desert).

C.6 FGCM Notably, the proportion of soldiers with Irish surnames is 20% in the desertion and absence trials, 23% in the B.E.F. Police Gazette sample of deserters, 21% in the War Diaries sample of deserters, and 19% of the death sentences (and 17% of executions). Assuming that the Police Gazette and War Diaries sample represent the true desertion rate, the consistency in the share with Irish surnames suggests that the military command did not disproportionately target or disfavor Irish soldiers in the apprehension and trial stage nor in the sentencing and execution stage.

C.7 Service and Pension Records Finally, I investigate the Service and Pension Records, a large sample based on pension eligibility, which also contains data on birthplace. The quality of location data here is particularly low. Only 815,000 soldiers or 29% could be geolocated, unlike the 82% geolocation rate for the casualties data. This low rate is largely due to the fact that 1.9 million soldiers did not have birthplace data. In this data, 15.3% of the 2.7 million soldiers have Irish surnames, which is consistent with the percentage found for the Medal Rolls and Casualties databases. Interestingly, 9.1% of geolocateable soldiers are identified as born in Ireland. This would seem to suggest a larger proportion of Irish-born
soldiers who joined after 1914 but left before 1920 (and were thus not eligible for pensions) in the Service Records or a larger proportion of Irish-born soldiers who were discharged for medical reasons during the war, or who were killed and whose dependents claim a pension in the Pension Records. I have no good reason to think that Irish-born would been more likely to suffer illness or wounds leading to medical discharge, since the Irish-born constitute a fraction of the casualties database representative of their enrollment. I have no strong reason to think they would be more likely to have dependents. One possible reason for the higher proportion of Irish-born, then, is they were more likely to demobilize at the end of the war. This would be consistent with their falling enlistment rates throughout the war, and the fact that the Irish war for independence commenced in 1919.

In addition to birthplace, another means of geolocating the soldiers is the residence data, though this variable is missing for 1.3 million records. Of the geolocateable soldiers, 2.4% are identified as residing in Ireland. However, many Irish soldiers who served in the British army chose not to or could not live in Ireland after Ireland declared independence. In fact, this analysis provides quantitative evidence suggesting that only 26% of soldiers born in Ireland returned after the war.

Irish surname is still predictive of being born in Ireland and is also predictive of residing in Ireland. Pairwise regressions yield coefficients of 0.21 for residence and 0.23 for birthplace (and pairwise regressions in Police Gazettes and casualties yield 0.25 and 0.24 respectively). Irish surname is more strongly correlated with Southern Irish locales. In casualties, 0.3 and 0.29 for Southern Irish enlistment and birthplace and 0.14 for Northern Irish enlistment and birthplace. In Police Gazettes, 0.28 and 0.29 for Southern Irish enlistment and birthplace and 0.12 for Northern Irish enlistment and birthplace. In Service and Pension Records, 0.28 and 0.25 for Southern Irish birthplace and residence and 0.12 and 0.15 for Northern Irish birthplace and residence. This would be consistent with Irish surname being a decent proxy for Irish ethnicity.

D Additional Discussion

D.1 Is the Sequence of Decisions Within a Unit Non-Random? Even if confirmation decisions are uncorrelated with observable individual and environmental characteristics, they may be correlated with unobservable time-varying characteristics within a division, such as time-varying perceived indiscipline, officer fixed effects, or lower-level groups or units of bad apples that may be correlated with subsequent absences. Confirmations may be mean reverting. Appendix Figure 1 shows that for each of the divisions separately, while there are concentrated periods of death sentences, there do not appear to be concentrated periods of executions. Two animated graphs to explore relationships over time are available at this link which displays the cumulative measure, and at this link, which displays “last 120 day” measures.

Appendix Figure 4 shows a static final snapshot indicating that execution rates in a division are uncorrelated with total casualties in that division. Appendix Figure 2 shows another snapshot indicating that execution rates in a division are uncorrelated with total absences (i.e., military discipline) in that division. This pattern is also visible in Appendix Figures 4 and 5; the circle sizes correspond to the number of absentees recorded in the War Diaries and Police Gazettes respectively. The circle sizes are unrelated to deviations from the 12% line.

Appendix Figure 6 shows a snapshot of the “last 120 day” animation indicating that death sentences and
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46 In the graphs, the axes can be chosen by the user. For example, the user can choose to display executions, execution rates, casualties, absences, death sentences, and time. Each division is labeled with the actual divisional number. The diameter of the circle around each division is proportional to the number of absences recorded for that unit. The colors correspond to army type.
APPENDIX FIGURE 1.— Distribution of Executions and Commutations Across Divisions Over Time

Notes: This figure plots the distribution of executions and commutations in each division over the war.
Notes: This figure shows a snapshot of a data explorer for death sentences, executions, casualties, and absences by division. Shown are cumulative sums. Execution rates and absences appear uncorrelated.
This figure summarizes death sentences, executions and absences by British Army division. The x-axis is the number of death sentences passed, while the y-axis is the count of executions. Each division is indicated by a circle in red if it is a regular army division, blue if it is a new army division (Kirchner's Army), and tan if it is a territorial division. The diameter of the circle is proportional to the number of absences recorded for that unit. The upward sloping dashed line indicates an execution rate of 12.
APPENDIX FIGURE 5.— Death Sentences, Executions and Absences in Police Gazettes, By Division

Notes: This figure is similar to the previous figure except the absences data come from the Police Gazettes.
Appendix Figure 6.— Executions and Death Sentences Across Divisions (120 Day Window)

Notes: This figure shows a snapshot of a data explorer for death sentences, executions, casualties, and absences by division. Shown are sliding window averages (120 days). Death sentences and executions appear positively correlated. Executions are positively and tightly correlated. Appendix Figure 7 shows that absences and casualties in the last 120 days are also positively (though less tightly) correlated. This pattern is consistent with soldiers deserting more when battlefield danger is high. Importantly, Appendix Figure 8 shows that casualties in the last 120 days are uncorrelated with the execution rate in the last 120 days. This pattern is similar to what was found in Tables 1 and 2. Moreover, Appendix Figure 9 indicates that absences in the last 120 days are uncorrelated with execution rates. Taken together, these figures suggest that even if the military command (more specifically, the panel of officers of field rank major, lieutenant colonel, or colonel) took into account point-in-time danger in sentencing soldiers to death, the Commander-in-Chief did not make the execution decision depend on point-in-time danger or discipline within a unit.

I next turn to a random strings test. This approach is analogous to a Fisher exact test, except that: 1) I propose a statistic that can be computed from a sequence of 1s and 0s (executions and commutations) within a unit i; 2) I compute the statistic for the actual sequence, \( s^* \); 3) I compute the statistic for each of 1,000 bootstrap samples from the actual sequence (i.e., \( \hat{s}_1, \hat{s}_2, \hat{s}_3 \ldots \hat{s}_n \)). Since there were peaks and troughs in the execution rate, I treat the bootstrap samples as a vector of realized Bernoulli random variables, with the probability of a success (i.e., execution) equal to the global execution rate within fifty days of that trial time, not including the unit under consideration; 4) I compute the empirical p-value, \( p_i \) by determining where \( s^* \) fits into \( \hat{s}_1, \hat{s}_2, \hat{s}_3 \ldots \hat{s}_n \). 5) repeat steps 1-4 for each i.

The statistics use are: 1) Autocorrelation. I see if the decision made in the \( j \)th cases depends on the outcome in the \( j - 1 \)th case. This statistic can detect whether executions are “clustered,” meaning a higher than expected number of back-to-back executions. This test tells me whether commanders executed soldiers in pairs, as in the case of two friends deserting together (they do, and the historical record confirms this (Putkowski and Sykes 2007, p. 64), so in these assessments of randomization, I treat multiple observations of executions (commutations) of death sentences whose trials occurred on the same
APPENDIX FIGURE 7.— Absences and Casualties Across Divisions (120 Day Window)

Notes: This figure shows a snapshot of a data explorer for death sentences, executions, casualties, and absences by division. Shown are sliding window averages (120 days). Absences and casualties appear positively correlated.

APPENDIX FIGURE 8.— Absences and Execution Rates Across Divisions (120 Day Window)

Notes: This figure shows a snapshot of a data explorer for death sentences, executions, casualties, and absences by division. Shown are sliding window averages (120 days). Execution rates and absences appear uncorrelated.
Appendix Figure 9.— Casualties and Execution Rates Across Divisions (120 Day Window)

Notes: This figure shows a snapshot of a data explorer for death sentences, executions, casualties, and absences by division. Shown are sliding window averages (120 days). Execution rates and casualties appear uncorrelated.

day and for the same division as 1 observation). The autocorrelation test also reveals if commanders targeted divisions for poor discipline, or if lower level brigades or battalions generated a disproportionate share of desertions and death sentences and were targeted for discipline. 2) Mean-Reversion. I test whether there is any form of mean reversion in the sequence, meaning that the execution in the jth case is correlated with the deviation of the actual execution rate in previous j – 1 cases from the expected execution rate. This test reveals whether the Commander-in-Chief was attempting to equilibrate his decisions, considering whether a unit was “due” for an execution or whether they became more lenient after an execution. 3) Longest-Run. I test whether there are abnormally long “runs” without any executions or long runs without commutations. This test reveals whether certain units may have been favored with commutations during certain time periods. For example, if a unit’s commanding officer always recommended commuting a death sentence, and the Commander-in-Chief was influenced by the lower level officer’s recommendation, or if lower-level groups of bad apples were being targeted for executions.

I use a Kolmogorov-Smirnov (KS) Test to determine whether the empirical distribution of p-values approaches the CDF of a uniform distribution using the one-sided critical value with n = 46. Appendix Figure 10 plots the empirical distribution for my three test statistics and the corresponding table in that figure confirms the visual intuition that the p-values are uniformly distributed for all tests.

Showing that residuals behave like a random string does not address the possibility that individual-level characteristics (randomly distributed over time) are correlated with executions. But only examining orthogonality between executions and individual-level characteristics could miss correlated temporal pat-

47Results are similar when examining whether execution in the jth case is correlated with the deviation of the actual cumulative sum of executions in previous j – 1 cases from the expected sum.

48Imagine generating summary statistics for 1000 random strings. The 1001th random string should have a summary statistic that is equally likely to be anywhere from 1 to 1000.
APPENDIX Figure 10.— Random strings test for sequence of executions in each division

Notes: This figure plots the empirical distribution of p-values across divisions for whether the string of executions displays autocorrelation, mean reversion, or runs. The KS-test is reported along with the critical values.
Appendix Figure 11.— Distribution of simulated p-values in assessment of random strings test

Notes: This figure simulates p-values for different levels of autocorrelation.

terns in executions and desertions.

D.2 Power of random strings test  In Appendix Figure 11, $m_1$ represents the assumed autocorrelation between successive execution decisions (if $p$ is the correct marginal probability of an execution, the transition probability from one execution to the next is $m_1 p$). For autocorrelation as low as 1.5, the distribution of p-values in one simulation is significantly different from the uniform CDF at the 10% level. In order to estimate the type-II error rate, thousands of strings are simulated. For each individual realization, the Null $H_0$ : no autocorrelation is rejected if the p-value from the KS test is less than $\alpha = 0.05$. The fraction of incorrect decisions (failures to reject $H_0$) serves as an estimate for the type-II error. Appendix Figure 12 displays the distribution of the KS p-values for 4 different values of $m_1$, which for convenience have already been translated into the corresponding values of the autocorrelation coefficient. For values of autocorrelation between 0.13 and 0.17, the estimated power lies between 0.74 and 0.9. For example, for autocorrelation, I show the degree of autocorrelation that would show statistically significant KS-tests of deviation from a uniform distribution. I then show the distribution of KS-test statistics for many simulations of autocorrelated strings.

D.3 Commutation date  Assuming that commutation dates occur on the upper end of the time range, 14 days after the trial date, would tend to magnify the estimated deterrent effect, since time between commutation and subsequent absence is minimized. Assuming that only the original trial date is relevant
**APPENDIX Figure 12.**— Distribution of KS-test statistics in assessment of random strings test

Notes: This figure displays the distribution of KS-test statistics for many different simulations.
could reduce the chance to detect either deterrence or spurring effects, since an intervening absence after
the trial (but before the execution or commutation) can occur. This interpretation is somewhat consistent
with the patterns in the data. Table 5 Panel A displays a slight spurring effect of executions (as we can see
from the positively-signed coefficients) in Columns 7 and 8 and Panel C displays a slight deterring effect
in Columns 1-3. These coefficients are significant at the 10% level; more generally, 4 of 27 specifications
display a significant impact of executions at the 10% level (and 1 of 27 at the 5% level), but they do so
in opposite ways, which cautions against strong conclusions in either direction.

D.4 Execution rates When the half-life is assumed to be short (7 days), the two coefficients in
Table 7 tend to be of the same sign and not statistically significantly distinguishable from each other.
However, as the half-life is extended, the coefficient on the cumulative measure of executions becomes
significantly more negative relative to the coefficient on commutations. The significant difference can be
inferred from fact that the coefficient for commutations is positive and significant at the 5% level while the
coefficient for executions is negative and not significantly different from 0. This means that the execution
rate has a deterrence effect and it is observed in models that assume a longer half-life. This pattern is
observed for the Police Gazette and FGCM data, while the pattern is less statistically significant in the
War Diaries data, though the coefficient on the execution term is always more negative relative to the
commutation term.

The reader can interpret any of the specifications in Appendix Table 11, but to take just one, for
illustrative purposes, in the specification assuming a half-life of one month, the difference between the
cumulative execution measure (-0.027) and commutation measure (0.105) is 0.12, or a 12% decrease in
hazard rate for executions relative to commutations. Another way to interpret the coefficient magnitudes
would involve the counterfactual of no death penalty—the difference between all death sentences leading
to execution vs. all death sentences leading to commutations. Such an extrapolation involves recalculating
the cumulative half-life measure (sum of the execution and commutation measures), and multiplying
this sum by 0.12. Taking the product, then averaging for all divisions and all days, would yield the
counterfactual effect of having the death penalty on time to the next absence.

D.5 Ethnic identity of the subsequent deserter Panel A of Table 8 Column 1, which uses the
+14 imputation date for a commutation trial, shows that after the execution of an Irish soldier, 19%
of the War Diaries absences that immediately follow are Irish, but after executing a non-Irish soldier,
11% of the immediately following War Diaries absences are Irish. That is, Irish executions double the
likelihood the following absentee is Irish. A similar pattern is observed for desertion death sentences (9.5%
increasing to 20.0%).

Focusing still on War Diaries absentees and moving to another imputation assumption in Panel B, a
difference is also visible for Irish vs. British executions, while no difference is observed for Irish vs. British
commutations, when using the nearest-neighbor imputation. The doubling reported in the execution
rows should be unaffected since the execution date is not being changed moving from Panel A to B.
Commutation statistics change slightly and are consistent with their still being invisible.

Turning to the other datasets, we see similar but muted patterns in FGCM in Column 3, where a
difference is also visible for Irish vs. British executions (e.g., 15.3% increasing to 21.6%) and no difference
observed for Irish vs. British commutations, at least for Panels A and B. However, in Column 2 we no
longer see that Irish executions spurred absences of the Irish more than the British. I have no theoretical
reason for this to be the case, but an explanation for the weaker Police Gazette result is its density of
absences is far lower than the other datasets, which would result in more measurement error. From the
War Diaries data, I identify 676 usable matches for one-third of the war. From the Police Gazettes, 1,319 of these are mergeable for the entire war. Indeed, one might interpret the greater differences in ethnic composition of subsequent Irish vs. British commutations to be consistent with greater measurement error.

In Panel C, the execution and commutation dates are both set to the trial date. The increase in Irish absences after Irish execution is muted though still sizable. Interestingly, the percentage of next absences that are Irish become more dissimilar after Irish and non-Irish commutations when the trial date is used (e.g., 9.1% vs. 14.0%). This suggests that the third imputation method may be the worst one in introducing noise to the control, whereas 2 weeks after a trial is a good metric for the time between sentence and confirmation/commutation decision. Alternatively if military events for some reason made it possible to hold the the trial but delayed the confirmation/commutation decision, then the nearest-neighbor assumption is also a good one. In addition, using the trial date instead of execution date introduces noise to the treatment variable. On this basis, we might rely less on estimates using this imputation.

D.6 Robustness checks Appendix Tables 1-2 report falsification checks where the analysis is run backwards in time. I start the clock 90 days before the treatment event to ensure the subject of the death sentence does not affect the outcome variable. A handful of significant coefficients appear, in particular, 13 of 81 coefficients that would have a causal interpretation (executions or their interactions) are significant at the 10% level in Appendix Table 1. Appendix Table 2 is mirror to Table 7 (which may arguably be the preferred specification—assuming a 14-day commutation imputation and using exponential hazard—and including weak SUTVA coefficients). None of the execution salience coefficients are statistically significant. Several of the execution rate coefficients are statistically significant in the FGCM data. Notably the casualties coefficient is still positive, as we would expect with associations between casualties and temporally local rates of absence, in the War Diaries. However, it becomes negative in FGCM. This would be consistent with FGCM being a poorer measure of absences, since in order for the field trials to be conducted, there should not be pitched battle. In Tables 5 and 7, the associations between casualties and FGCM absences were also not as large as the associations observed for the War Diaries.

To see if some of the significant placebo results are due to inappropriate clustering of standard errors, Appendix Tables 3-5 report results without clustering of standard errors, where similar inferences are obtained as in the main tables. Appendix Table 3 indicates no robust deterrent effect of execution salience. Consistent spurring effects of Irish executions are found in Appendix Tables 4 and 5. Deterrent effects of execution rates are found in Appendix Table 5 for Police Gazettes and FGCM under longer half-life assumptions.

Appendix Tables 6-7 report the backwards analysis without clustering. What is worth noting is that 6 of 81 coefficients that would have a causal interpretation are significant at the 10% level in Appendix Table 6. In Appendix Table 7, only the execution salience coefficients would be worth interpreting and here there are no significant coefficients. To be sure, any interpretation of weak-SUTVA coefficients without accounting for clustering warrants strong caution. These are cumulative measures, therefore they are, by definition, positively serially correlated. Thus, not accounting for the correlation could render results that are artificially significant. The fact that this does not seem to be materially relevant warrants further caution on strong inferences regarding the deterrence of execution rates, as does the fact that placebo deterrence is observed for FGCM trials, which constitute half of the evidence in favor of deterrence of execution rates in Table 7.
Appendix Figure 13.— Non-Parametric Survival Distributions (War Diaries) assuming censoring when death sentences occur before another absence

Notes: This figure shows the impact of Irish (left) and British (right) executions on time until next absence in the War Diaries dataset. Death sentences that occur before another absence are treated as a censored event.

Appendix Table 10 shows that the results of Table 7 are robust to including the following variables: Irish indicators for each officer in the chain-of-command, whether the executed soldier was an officer, the executed soldier’s age, distance to coast, distance to Berlin, fixed effects for the identities of the Division Commanding Officer and Division 1st General Staff Officer (Officers that appear with less than 10 frequency are categorized in an Other category), and lag measures of absences and of death sentences (the log of absences and the log of death sentences in the time window 30-59 Days Ago and 60-89 Days Ago). As before, when officer or age data is missing, it is dummied out (i.e., set to a constant and another variable indicating whether it is missing is included). To speed calculations, the exponential models do not include officer identity fixed effects, but the Weibull and Cox models do. The results of this table would support the earlier inferences.

In Appendix Table 12, as always, missing data is dummied out (i.e., set to a constant and another variable indicating whether it is missing is included), and for interaction analysis, that means that interactions with the dummy are included.

Appendix Table 14 reports this robustness to pooling the data. There are relatively few absences that follow a death sentence event when each absentee dataset is used individually, as can be seen in the visual univariate analyses of Appendix Figures 13, 14, and 15. However, the graphical intuition of Irish executions spurring rather than deterring is still present in these figures as in Figures 17, 18, and 19.

D.7 Day-by-day framework The size of the effects are largest with the smaller half-life assumptions. They are larger in the War Diaries dataset, but more statistically significant in the Police Gazettes dataset. One might interpret the sum of the level term (on execution) and interaction term (with Irish) as still suggesting a net spurring effect, despite any potential deterrent effect of British executions as articulated in the theory section. The FGCM data suggest some spurring of Irish desertion relative to non-Irish desertion but only when it comes to the execution of deserters. Again, the size of the effects are
APPENDIX Figure 14.— Non-Parametric Survival Distributions (Police Gazettes) assuming censoring when death sentences occur before another absence

Notes: This figure shows the impact of Irish (left) and British (right) executions on time until next absence in the Police Gazettes dataset. Death sentences that occur before another absence are treated as a censored event.

APPENDIX Figure 15.— Non-Parametric Survival Distributions (FGCM Trial Registries) assuming censoring when death sentences occur before another absence

Notes: This figure shows the impact of Irish (left) and British (right) executions on time until next absence in the FGCM Trial Registries dataset. Death sentences that occur before another absence are treated as a censored event.
largest with the smaller half-life assumptions.

Another way to interpret the magnitudes, the average value of the outcome is -0.002 in the Police Gazettes, and the average value of the Irish execution variable is 0.003. So multiplying the coefficient 0.012 by 0.003 yields roughly 2% of the average outcome. The standard deviation of the Irish execution variable is 0.045 and the standard deviation of the outcome is 0.057, so multiplying by the coefficient would yield roughly 1% of the standard deviation of the outcome.

Finally, to assuage concerns that these treatment variables are measured in a cumulative fashion with strong positive serial correlation affecting inference, in Appendix Tables 8 and 9, I run the clock backwards and examine the effect of future events on previous absences. I again shift the absence data by 90 days earlier to ensure the subject of the death sentence are excluded from the outcome variable. For example, consider March 1, 1916. I do not correlate the absence on March 1 with executions and commutations beginning on March 1, 1916. This is because an absence on March 1 could appear in the treatment data and would be on both the left- and right-hand side of the specification. Instead, I correlate the absence on December 1, 1915 with forward-treatment (future executions and commutations) beginning on March 1, 1916 in the placebo check for null results. What emerges is that 5 out of 90 coefficients on an execution term are significant at the 10% level, which is consistent with the low rate of significant coefficients in prior randomization and placebo checks.

D.8 Death Sentences Following Executions as Potential Source of Bias  In my final robustness check, I examine what happened after an execution and whether military justice changed. It is entirely possible that judicial panels comprised of lower-level officers sought lesser sentences than capital punishment following an execution since they had already “made their point,” consistent with models of residual deterrence. With the FGCM data, we can assess how malleable the sentence charged at court martial could be, since the chances of being convicted of desertion was almost 100%, but the chances of being sentenced to death roughly 1 in 5.

Appendix Table 13 finds that British (but not Irish) desertion cases received temporary amnesty, particularly after Irish executions. After a division executed an Irish, 14% of the next desertion trials resulted in a death sentence, whereas after a commutation, the figure was 22%. However, death sentencing rates of Irish desertion trials were 20% regardless of the previous execution event. The pattern of temporary “amnesty”—lower rates of death-sentencing after a recent execution—emerges across different imputation assumptions for the commutation dates in Panels B and C. In this analysis, the numbers differ slightly across Panels for the execution rows because if the next event was a capital sentence, a “1” was coded. The capital sentence data is treated as data that should be a subset of the FGCM. However, temporary amnesty did not seem to exist for Irish desertion trials, whose death sentencing rates were roughly the same (around 20%) regardless of the previous death sentence being executed or commuted. This is certainly observed in the 14-day imputation assumption of Panel A. In Panels B and C, the average death-sentencing subsequent Irish and British executions vs. average death-sentencing subsequent Irish and British commutations would also mute any temporary amnesty.

This provides quantitative evidence that the Irish may have been differentially mistreated in their exclusion from what appears to be temporary amnesty that other soldiers in desertion trials received. Using death sentences as a measure of absence would bias towards finding deterrence, since after an execution, the likelihood of the next desertion trial resulting in a death sentence was lower. This mechanical bias

---

49Endogenous justice could only appear at sentencing. Not reporting absences was abetting desertion.
50Executions could also affect lawyers’ behavior.
towards finding deterrence would be greatest for Irish executions.

It is important to emphasize that endogenous justice or temporary amnesty could not have been known to soldiers (and affect $C(p)$ in the opposite direction of what was intended). Informing the offender and no one else of the charge, finding, sentence, and confirmation was sufficient promulgation to satisfy the military laws. It was unlikely that the 130,936 FGCM convictions were circulated to the entire army (90 per day would likely reduce their impact). Public knowledge of lesser sentences for deserters would be inconsistent with repeated admonishments that “it should be remembered that on active service the usual penalty is death” for leaving post, cowardice, sleeping on post, etc. And neither soldiers at the time nor British military historians of WWI analyzing qualitative records knew about the low rate of death sentences for convicted deserters. If soldiers knew about temporary amnesty and acted on this knowledge, then this would bias towards finding a spurring effect among British soldiers; instead, I find a spurring effect among Irish.