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Abstract—Mental health disorders among university students
are a growing concern, particularly in regions with limited
access to professional support. This study explores a machine
learning-driven approach to predicting mental health status using
smartphone sensor data collected via the Beiwe mobile app.
Data from 79 university students in Bangladesh, including GPS,
power state, Bluetooth, and accelerometer signals, were analyzed
to identify behavioral patterns linked to mental well-being.
Three regression-based machine learning models, Decision Tree,
Support Vector, and Random Forest Regressors, were evaluated,
with hyperparameter tuning performed using grid search and
5-fold cross-validation. Results indicate that the Random Forest
Regressor achieved the best performance (RMSE = 1.303, R²
= 0.425), demonstrating its potential in capturing meaningful
insights from digital phenotyping data. While findings highlight
the feasibility of passive mental health monitoring, the modest
predictive accuracy underscores the need for incorporating ad-
ditional behavioral variables and advanced modeling techniques.
This research contributes to the growing field of digital mental
health diagnostics, paving the way for scalable, ethical, and data-
driven intervention strategies.

Index Terms—K-means Clustering, Random Forest Regressor,
Support-Vector Regressor, Decision Tree Regressor

I. INTRODUCTION

This paper will introduce and evaluate an innovative method
to identify individuals experiencing mental health issues in
Bangladesh. A key element of this innovation is the collection
and analysis of university students’ smartphone phenotype
data (sensor data) in order to make predictions on their
mental health status using Machine Learning algorithms. Our
objective is to be able to find patterns within the datasets by
using various clustering algorithms which would allow us to
make predictions on a student’s mental health status within
the context of Bangladesh.

In Bangladesh, the percentage of smartphone users is pro-
jected to increase to 63% in 2025 [1]. Additionally, the major-

ity of the mobile phone subscribers are within the age group of
15–24 [2]. We therefore made use of a research platform in the
form of a smartphone application called Beiwe [3], designed to
collect and analyze smartphone raw sensor and usage pattern
data. Beiwe has been used successfully in psychiatric research
to study mental health of study participants on the basis of their
smartphone data. We will utilize Beiwe’s ability to collect and
analyze smartphone sensor data, field online questionnaires,
and communicate information to study participants over an
extended period without any face-to-face interaction.

Students in our social environment frequently keep their
mental health problems to themselves and are often misled into
thinking that everything will get better with time, which is fre-
quently untrue. This is especially important because the Covid-
19 pandemic has raised the risk of mental health problems
in the general population, especially in poorer nations where
there are fewer resources available to identify and treat mental
health problems than in advanced economies. In addition, over
75% of university students in Bangladesh battle with mental
health concerns as a result of academic pressure [4]. Therefore,
it’s critical to identify mental health issues early on.

Our approach would allow us to identify students who suffer
from mental health issues by their smartphone usage data.
Machine Learning algorithms would allow us to make accurate
predictions on a person’s mental health status by just analyzing
their smartphone usage patterns. Being able to identify Mental
Health issues would allow a student to be more confident on
whether or not they should be seeking therapy. Which would
inevitably result in improved mental wellness all around and
promote greater productivity.

A. Related work

In recent years, digital phenotyping has emerged as a
powerful methodology for studying mental health through



smartphone data. The use of tools like the Beiwe app allows
researchers to passively collect real-world data, including GPS
coordinates, app usage, gyroscope readings, and power states.
This data, combined with advanced machine learning (ML)
techniques, enables the exploration of intricate relationships
between smartphone behavior and mental health outcomes.

Earlier Beiwe studies have largely centered on specific
psychiatric or neurological conditions rather than general
mental health prediction in the broader sense. In particular,
many projects used Beiwe to monitor mood disorders (such
as depression or bipolar mood fluctuations). For example, re-
searchers have explored using smartphone sensor data to track
depression severity over time. Other studies targeted serious
mental illnesses: a pilot study by Barnett et al. used Beiwe
data to try to predict relapse in schizophrenia patients [5].
There have also been Beiwe deployments for neurological or
cognitive health conditions, such as tracking ALS patients [3].
Overall, the platform has been applied to mood and psychotic
disorders and some cognitive or behavioral health contexts.
Many of these prior studies aimed to observe or correlate
digital signals with clinical state—for example, linking GPS
mobility with symptom changes—rather than explicitly predict
future mental health outcomes. This Bangladesh study’s focus
on machine-learning prediction of mental health states extends
those earlier efforts by using Beiwe data not just for passive
monitoring but for proactive prediction of psychological well-
being.

One of the foundational studies in this domain employed de-
cision tree classifiers to analyze behavioral data, emphasizing
their interpretability and robustness. Safavian and Landgrebe
detailed how decision tree models can process diverse datasets,
making them well-suited for classifying behavioral patterns
such as movement variability and screen time [6]. These
models have proven invaluable in analyzing the multifaceted
nature of smartphone data.

Support Vector Regression (SVR), introduced by Drucker et
al., has also been instrumental in predicting continuous mental
health outcomes, such as anxiety and depression scores derived
from self-reported surveys [7]. SVR’s ability to capture nonlin-
ear relationships aligns with findings from smartphone-based
studies, where features like late-night app usage and reduced
mobility strongly correlate with mental health indicators.

Random Forest algorithms, introduced by Breiman, have
gained traction for their robustness in handling large datasets
and improving prediction accuracy [8]. Studies such as those
by Brown et al. highlight the effectiveness of Random Forest in
classifying individuals into risk categories based on irregular
sleep patterns, screen-on time, and mobility data [9]. These
features often serve as early markers for conditions like
depression and anxiety.

Optimization techniques, such as the Adam optimizer intro-
duced by Kingma and Ba, have further improved the training
efficiency of deep learning models in mental health research
[10]. Adam’s capacity to adaptively learn from large, hetero-
geneous datasets has enabled the integration of features like
accelerometer readings, app usage logs, and sleep variability

into comprehensive predictive systems.
Focusing on behavioral features, studies by Wang et al.

demonstrated the predictive power of smartphone data for di-
agnosing depression [11]. Their research revealed that reduced
location variability, a common sign of social withdrawal, is a
strong predictor of depressive symptoms. Similarly, Mahmood
et al. explored social app usage as a key factor in predicting
anxiety, showcasing how patterns of digital communication
reflect underlying mental health states [12].

Gyroscope and accelerometer data have also proven critical
in identifying physical activity patterns linked to mental health.
Mehrotra et al. analyzed these signals to detect depressive
behaviors, finding strong correlations between low activity
levels and mood disorders [13]. Sleep variability, as studied by
Smith et al., complements this by highlighting how deviations
in sleep cycles strongly associate with anxiety and depression,
providing actionable insights for mental health monitoring
[14].

Clustering techniques like K-means have uncovered be-
havioral patterns related to mental health risks. Liu et al.
applied K-means to behavioral datasets, revealing clusters that
correspond to high-risk profiles for anxiety and depression
[15]. These methods have proven particularly effective in
grouping individuals based on their phone usage intensity,
mobility patterns, and screen-on time.

Ethical considerations remain a critical aspect of this re-
search. Davis et al. emphasized the importance of privacy
and consent in smartphone-based mental health monitoring
[16]. As data collection becomes increasingly sophisticated,
researchers must navigate these challenges to ensure ethical
compliance and public trust.

The integration of ML techniques such as Random Forest,
SVR, and clustering algorithms with smartphone data offers
a promising avenue for advancing mental health research.
Foundational works by Safavian, Drucker, Breiman, and others
have laid the groundwork for this burgeoning field. As research
continues to evolve, combining innovative methodologies with
ethical considerations will be key to unlocking the potential
of digital phenotyping for global mental health improvement.

B. Our Contribution

This study makes several unique contributions to the grow-
ing field of digital mental health research:

• Geographic Novelty: To our knowledge, this is the
first study using the Beiwe digital phenotyping platform
in Bangladesh, and among the first in any low- or
middle-income country. Prior Beiwe-based research has
mostly occurred in high-income contexts, such as the
United States, focusing on clinical populations [3]. This
geographic expansion is significant because it tests the
feasibility and performance of the Beiwe platform and
predictive algorithms in a new cultural and socioeco-
nomic setting [17].

• Mental Health Focus: While earlier studies using Beiwe
have largely centered on psychiatric conditions such as
depression, bipolar disorder, or schizophrenia [5], this



study shifts the focus toward general mental health state
prediction in a non-clinical population. Specifically, it
targets outcomes like stress, mood, and anxiety levels
in university students. This work moves beyond passive
monitoring into proactive prediction, marking a shift in
how Beiwe data is used.

• Larger Sample Size: With 79 participants, our dataset
is larger than those used in many prior Beiwe studies,
which often included only a few dozen individuals [18].
For example, early schizophrenia and depression studies
using Beiwe had sample sizes as low as 15 to 16 [5]. A
cohort of 79 participants enhances the statistical power
and reliability of our findings, especially for single-site
data collection efforts [19].

• Methodological Contributions: Although Decision
Trees, SVMs, and Random Forests are established ma-
chine learning models [6]–[8], applying them compar-
atively on Beiwe-generated data in a low-resource set-
ting is novel. Many earlier studies relied on simpler
techniques like penalized regression or clustering with
limited predictive success [20]. Our work benchmarks
multiple machine learning regressors on the same dataset,
offering insights into model performance and laying the
foundation for more accurate mental health predictions.
This comparative, regression-based modeling approach
builds upon and extends prior work, which often focused
on classification or basic correlations.

C. Outline of Paper

The remainder of this paper is organized as follows. Ma-
chine learning algorithms are described in Section II. Section
III describes our experimental setup and results. Section IV
presents the conclusion and future work.

II. MACHINE LEARNING ALGORITHMS

A. Decision Tree Regressor

There exists many supervised machine learning algorithm.
One of the most basic is the decision tree regressor. This model
works recursively by dividing the input space into smaller
regions, each of which is linked to a straightforward linear
model that forecasts the target variable in light of the input
features. The final prediction is the weighted average of the
predictions made by all the linear models associated with the
leaf nodes of the tree [?].

In order to divide the input space into smaller regions
appropriately with the most informative features, there is a
need for an objective function to maximize the information
gain at each split and so is defined as:

IG(Dp, f) = I(Dp)− (
Nleft

Np
I(Dleft) +

Nright

Np
I(Dright)

(1)
where f is the feature to perform split, Dp, Dleft, Dright

are the datasets of the parent and child nodes, I is the imputrity
measure, Np is the total number of samples at the parent node,

whereas Nleft and Nright are the number of samples in the
child nodes.

B. Support Vector Regressor

Support Vector Regressor (SVR) is another machine learn-
ing algorithm used for non-linear regression analysis. It is a
variant of the classification focused Support Vector Machine
(SVM). SVR adopts a similar methology as SVM, but instead
of identifying a linear boundary between two classes, it seeks
out a hyperplane that minimizes the error and best matches
the data points [7].

C. Random Forest Regressor

Another machine learning algorithm that can be used for
regression analysis is the Random Forest Regressor. This algo-
rithm is also an extension of the Random Forest algorithm that
is used for classification. The Random Forest Regressor works
by building a large number of decision trees and aggregating
their predictions to produce a single final prediction [?].

In a random forest regressor, each decision tree is built
on a random subset of training data and a random subset
of features which reduces overfitting and improves model
generalization performance. The final prediction is made by
averaging the predictions made by all the decision trees. This
makes this algorithm very flexible and can easily handle
nonlinear relationships between input and target variables.

III. EXPERIMENTAL SETUP & RESULTS

A. Data Collection

Students at the university were informed about the study
and given the option to voluntarily participate at their own
discretion. Once we had enough participants, we began email-
ing invitation links in order for them to download the Beiwe
smartphone application. Beiwe began to run in the background
once it had been downloaded. Due of Biewe’s restricted
functionality on iOS, we only incorporated data gathered from
Android-powered smartphones.

We collected GPS, WiFi, Powerstate, Bluetooth, Gyroscope
and Accelerometer data from each participant. In addition
to data from the Beiwe application, we also prompted our
participants to respond to online questionnaires pertaining to
their mental health, their experiences with aggression (in-
cluding domestic abuse and gender-based violence), and their
attitudes toward domestic and gender-based violence (among
both men and women). In order to determine if the smartphone
phenotype data and the online mental health surveys are
correlated, our next steps will involve employing machine
learning techniques.

B. Research Methodology

Our total dataset consisted of 79 participants and have some
missing values in the input parameters. To fill these missing
points in the dataset, we have computed the values based on
the 4-degree nearest neighbor technique.

This sample size is relatively large compared to many
earlier Beiwe studies. Early digital phenotyping research often



included only a few dozen participants. For example, one
pilot study using Beiwe for schizophrenia tracking involved
just 16 participants, and another study on depression included
around 15 individuals. These small samples were common in
initial feasibility studies. A cohort of 79 participants, therefore,
represents a larger-than-typical dataset for a single-site Beiwe
study, indicating a robust data collection effort. Only in recent
years have smartphone-based mental health studies begun to
scale to hundreds of participants, often through multi-site
or alternative platforms. As such, the 79-person sample in
this study enhances the statistical power and reliability of its
findings relative to earlier pilot efforts.

To train the regression based machine learning algorithms,
we randomly split the dataset into two parts: training (70%)
and testing (30%) dataset. Moreover, we used the grid search
cross-validation technique to determine the optimum values for
the different parameters of the machine learning model. For
all of our machine learning models, we implemented 5-fold
cross validation grid search technique [10].

This study applied machine learning regres-
sors—specifically Decision Tree, Support Vector Machine
(SVM), and Random Forest models—to predict mental
health scores from smartphone data. These techniques are
well-established in machine learning and have been used in
various forms in prior digital mental health research, though
not always within the Beiwe platform. Earlier studies often
relied on simpler statistical correlations or basic models.
For example, some studies used penalized regression (elastic
net) or clustering to relate phone sensor features to mood,
generally achieving modest accuracy (e.g., AUC ∼ 0.65 in one
case). Others have tried supervised learning on smartphone
data: one team reported using machine learning models
(including tree-based algorithms) to predict daily mood,
though with mixed success and only modest correlations for
most users.

Thus, the use of Decision Trees, SVMs, and Random
Forests in this study is not entirely novel—these or similar
algorithms have been tested before in mobile sensing contexts.
However, this study’s contribution lies in applying a suite of
machine learning models to Beiwe data in a new population,
and in refining the approach. By comparing multiple algo-
rithms (Decision Tree vs. SVM vs. Random Forest) on the
same dataset, the study provides insight into what techniques
might work best for smartphone-based mental health predic-
tion. This comparative machine learning approach and the fo-
cus on regression of well-being scores build upon prior work,
which often focused on classification or simple correlations,
marking an incremental methodological improvement in the
Beiwe literature.

C. Feature Analysis

Feature analysis which is also known as feature selection
is an important step in any machine learning which helps
discover the most relevant and informative features that needs
to be selected from any dataset. Feature analysis helps improve
the performance and increase efficiency of machine learning

Fig. 1. Correlation Matrix.

Fig. 2. K-Means clustering for power state data showing smartphone usage
patterns.

models by removing irrelavant features which ends up over-
fitting the machine learning models.

We have implemented the Correlation matrix to check if
any of the input parameters depends upon one another. Figure
1 shows the correlation matrix for our given dataset where it
can seen that there exists not much correlation between any
of the variables. As a result, we have taken into account all
the parameters while running the machine learning models.

D. Results and Analysis

The goal of this research is to find correlation between
digital phenotype data and survey data for each participant



Fig. 3. 3D clustering for GPS data illustrating movement patterns.

to check if it matches with his/her mental health condition. To
evaluate the performance of the machine learning algorithms,
we have calculated the Root Mean Square Error (RMSE) and
R2 for each of these algorithms.

The analysis revealed distinct patterns in participants’ smart-
phone usage and mobility behavior. For the power state data,
the K-Means clustering algorithm identified four clusters, dis-
tinguishing participants based on their overall usage duration
and night-time phone activity. In the 2D plot in Figure 2,
participants are closer to the X-axis exhibited higher day-time
usage, while those closer to the Y-axis showed higher night-
time usage. Those farther from the origin had significantly
higher overall smartphone usage.

The GPS data, analyzed in 3D space in Figure 3, grouped
participants into three clusters based on their mobility patterns,
with outliers indicating participants with unusually high move-
ment levels. Further analysis of night-time mobility employed
standard deviation to detect participants with irregular move-
ment patterns, enhancing the precision of outlier identification.

The combined analysis of power state and GPS data pro-
vides insights into participants’ behavioral tendencies, offering
a robust foundation for further exploration of mental health
and lifestyle traits.

Table I shows the results obtained by using the machine
learning algorithms. Based on the results, Random Forest

Machine Learn-
ing Algorithms

RMSE R2

Decision Tree
Regressor

1.744 0.029

Support Vector
Regressor

1.583 invalid

Random Forest
Regressor

1.303 0.425

TABLE I
EVALUATION OF REGRESSION-BASED MACHINE LEARNING ALGORITHMS

FOR MENTAL HEALTH PREDICTION.

Fig. 4. Calibration plot of the total actual values and prediction values.

Regressor performs the best among the other machine learning
algorithms which RMSE of 1.303 and R2 of 0.425 which
shows the algorithm is able to predict 42.5 % of the data
considering predicting mental health can be challenging as it
depends on diverse number of factors.

Moreover, we have implemented calibration plot for our
dataset to evaluate the obtained results shown in Figure 4.
The calibration plot in the Figure 4 shows how close the data
points are from the line of best fit. The figure also shows it
fits the training data better than the testing data and therefore
requires further study to be able to fit the data better.

IV. CONCLUSION AND FUTURE WORK

In this study, we explored the potential of leveraging smart-
phone sensor data collected via the Beiwe app to predict men-
tal health status using various machine learning approaches.
Our experimental results indicate that while ensemble methods
such as the Random Forest Regressor showed promise—with
an RMSE of 1.303 and an R² of 0.425—the challenge of
accurately modeling mental health from digital behavioral
data remains significant. The modest predictive performance
suggests that although meaningful patterns exist within the
smartphone data, the complex nature of mental health likely
requires the incorporation of additional variables and more
sophisticated analytical techniques. Future work should focus
on expanding the dataset to include a larger and more diverse
participant pool, which would help in generalizing the findings
and improving model robustness. Exploring advanced machine
learning frameworks, including deep learning approaches, may
also provide a better understanding of the nonlinear relation-
ships inherent in digital phenotyping data. Finally, addressing
ethical considerations such as data privacy and participant
consent will be critical as this research moves toward real-
world applications.
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