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This paper provides a general method for analysing the sentiments expressed in the language of judicial rulings. We apply natural language processing tools to the text of US appellate court opinions to extrapolate judges’ sentiments (positive/good vs. negative/bad) towards a number of target social groups. We explore descriptively how these sentiments vary over time and across types of judges. In addition, we provide a method for using random assignment of judges in an instrumental variables framework to estimate causal effects of judges’ sentiments. In an empirical application, we show that more positive sentiment influences future judges by increasing the likelihood of reversal but also increasing the number of forward citations.

INTRODUCTION

Law is composed of natural language, therefore understanding its effects quantitatively has remained elusive for researchers using the standard empirical toolkit (Ash and Chen 2019). An important dimension of legal language is its sentiment—that is, its positive or negative tone. Does a more optimistic tone make a judge more persuasive? Or instead is a more critical tone more effective? This paper provides methods for estimating judicial sentiment and analysing its impacts on other judges and the path of the law.

A first contribution of this paper is the method used to infer judges’ preferences towards specific target groups (e.g. black, white, Republicans and Democrats). Rather than focusing on the direction of decisions (for/against a particular group), we apply natural language processing techniques to the text of US Circuit Court opinions. In particular, we draw on recent embedding methods, which vectorize words and documents in a relatively low-dimensional space, where locations and directions encode meanings and associations. At a sentence level, our algorithm measures both the relevance to each of the different groups and the level of sentiment (positive/warm or negative/cold). From these sentence-level measures, we compute the relative sentiment in a case by the correlation between group associations and sentiment associations. This flexible and informative solution to measuring judicial attitudes highlights the growing literature using text to understand biases and preferences (Caliskan et al. 2017). Our paper is the first to apply these methods to judicial opinions to analyse their legal impact.

The paper’s second contribution is to address the empirical challenge that judge sentiments do not vary randomly over time and space and therefore this variable is likely to be endogenously determined in many contexts. Unlike the literature that instruments for judicial decisions using judge leniency (e.g. Galasso and Schankerman 2014; Dobbie and Song 2015; Sampat and Williams 2019), there is no straightforward way to instrument for sentiment expressed in text. We apply machine learning tools to extract predictive power in the first stage from a high-dimensional set of instruments describing the biographical characteristics of judges assigned to these cases. Our approach extends the literature on sparse optimal instruments using cross-fitting techniques (Belloni et al. 2012; Chernozhukov et al. 2017; Chen et al. 2020). Specifically, we apply elastic net
regression to the standardized judge characteristics and construct cross-validated instruments using out-of-fold data. The predictions from these estimates are then gathered together to be used as instruments in the second stage.

To illustrate the usefulness of our method, we do two things. First, we provide descriptive evidence about the variation in expressed sentiment across time, across circuits, and across different types of judges (e.g. whether appointed by Democrat/Republican President, age, gender and race). We show that sentiment is relatively stable across time and space while varying across groups of judges. For example, we find that sentiment toward African-Americans is lower for white, male, Republican judges. We show that judge writing sentiment is negatively correlated with the expressed sentiments in surveys toward the same social groups. We also demonstrate some limits on language sentiment measures.

Second, we apply the instrumental variables approach to test whether the sentiments expressed in judicial rulings have actual consequences in the development of the law. In particular, we show that more positive/warm (rather than negative/cold) case sentiment increases the likelihood that the Supreme Court reviews the Circuit Court decision, and the chances that the decision is eventually reversed. Moreover, we find that expressed sentiment increases the probability of an opinion being cited in subsequent cases. Expressed sentiment in judicial opinions matters for the responses of other judges and for the path of the law.

This paper adds to the emerging literature using machine learning methods to overcome limitations of standard datasets—in our case, isolating variation in judicial sentiments. Several papers in political economics have used supervised learning to extract measures of partisanship from text (Gentzkow and Shapiro 2010; Ash et al. 2017; Gentzkow et al. 2019). Meanwhile, unsupervised learning algorithms have been used to extract measures of individual behaviours (Bandiera et al. 2020) and attitudes (Draca and Schwarz 2019) from high-dimensional data. Ash and Chen (2017) use embeddings to perform a descriptive analysis of legal language. Kozlowski et al. (2019) use word embedding models to study the historical evolution of the culture understandings of social classes, by analysing millions of books published over 100 years.

Methodologically, our approach to estimate causal effects is close to that of Belloni et al. (2012) and Chernozhukov et al. (2017) as we use machine learning techniques to account for sparsity in the potential set of instruments. Moreover, we build on existing studies that exploit random assignment of judges for identification (Di Tella and Schargrodsky 2013; Galasso and Schankerman 2014; Kling 2006; Maestas et al. 2013).

The remainder of the paper is organized as follows. Section I describes the institutional background and data. Section II describes the method used to measure judges’ sentiment. Section III provides descriptive evidence about the variation in expressed sentiment. Section IV details the instrumental variables approach. Section V reports an application of our methodology. Section VI concludes.

I. INSTITUTIONAL SETTING AND DATA

The US Federal Courts system

The US Federal Courts system is organized on three levels: the national level (Supreme Court), intermediate level (Circuit Courts) and local level (District Courts). Our analysis exploits features that are specific to the intermediate level. There are 11 regional US Circuit Courts. Each of these courts is responsible for 3–9 states (see Figure A.1 of the
Online Appendix), in addition to a court for the District of Columbia (DC) and a Federal Circuit Court that has national jurisdiction in specific domains. All Circuit Court judges are appointed for life. On average, a Circuit has 17 judges, with a minimum of 8 and maximum of 40. Each case is assigned to a panel of three of the Circuit’s judges.

The Circuit Courts play a crucial policy-making role in US law because their judges review the decisions taken by the District Courts. A large majority of appeals terminate at this stage, and those decisions are binding precedent within the circuit. Therefore judicial decisions have the force of law, and become official articulations of legal and social norms.

Unsurprisingly, then, these decisions and the associated opinions are the target of significant attention by the media and the public (Bromley 1994). Evidence of substantial public attention to court opinions includes Weinrib (2012), who documents the response by ACLU attorneys to major Circuit Court decisions on free speech. The attorneys responded by mobilizing people in the media in favour of stronger free-speech protections. Clark et al. (2018) find significant responses on Twitter after several court decisions. Lim et al. (2015) document the frequent coverage of criminal decisions in newspapers.

Data

We have assembled data from a range of sources. To create the judges’ sentiment measure, we use the complete collection of US Courts of Appeals opinions from 1961 to 2013. The corpus includes all published cases and comes from Bloomberg Law. For the empirical application, we use some additional case-level metadata. This includes the direction of the decision (affirm/reverse), whether the Supreme Court reviewed the case, if the Supreme Court reversed the decision, the number of citations, and general category labels.

Further, we collected the biographical information of judges working in the Circuit Courts during this period. We match each judge with data from the Federal Appeals and District Court Attribute Data. We integrate this information with data from the Federal Judicial Center’s biographies of judges and previous data collection (Chen et al. 2016). Overall, we have a total of 60 variables that refer to judges’ biographical characteristics that we use to support the proposed empirical methodology. These variables include, for instance: age, geographic history, education, occupational history, governmental positions, military service, religion, race, gender and political affiliation.

II. A Measurement of Judicial Sentiment

To measure judicial sentiment, we apply an embedding model to the text of US Circuit Court opinions. Embedding models are a recent neuro-linguistic programming technique that has been mainly implemented in computational linguistics for prediction tasks (e.g. Mikolov et al. 2013). For example, embedding methods are used to predict the next word in an incomplete sentence. During the training process, the algorithm assigns each word to a vector in a shared geometric space. This procedure allows words to cluster near semantically similar words. In consequence, the position in the space encodes the context in which words are used. The closer two words are located in the language space, the higher the similarity of the context. Moreover, trained embeddings encode meaningful information about analogies.
In a nutshell, our approach exploits vector similarity measures (i.e. cosine similarity) to evaluate the sentiment expressed by judges in each case (positive vs. negative) as well as the degree to which a case is about specific pre-selected target groups (e.g. women, business, Republicans). This idea is closely related to the work of Caliskan et al. (2017) and Kozłowski et al. (2019), who use word space to gauge biased associations in text. By using tools similar to ours applied to millions of books, they study the evolution of culture over the last 100 years.

We use these tools to explore another important structure in culture: the law. Caliskan et al. (2017) and Kozłowski et al. (2019) focus on gender and class, while we focus on a broader range of groups that are salient in legal disputes. Our contribution is more empirically oriented because we look at the impacts of language variation on the law and society.

Concretely, the starting point for measuring judicial sentiment is the collection of Circuit Court opinions. First, we parse the raw text into Python and use the Python module `nltk` to tokenize sentences. Next, we map sentences into vectors using the Python module Doc2Vec (Mikolov et al. 2013; Le and Mikolov 2014). This algorithm represents words and sentences in a shared vector space (in our case, 200 dimensions). As already mentioned, words that tend to have similar contexts are located near each other (we used a window size of 5). Similarly, sentences with comparable language tend to locate close to each other and tend to locate close to words contained in the sentence. Dai et al. (2015) illustrate the use of Doc2Vec to analyse similarities and analogical relations between documents (see also Ash and Chen 2019).

As we want to measure judges’ sentiment towards specific groups/ideas, we would like a set of target groups that is standard in opinion surveys over a long time period. We use the categories assessed in the feeling thermometer questions of the American National Election Survey (ANES). With the trained Doc2Vec model in hand, we obtain vectors for 19 of the ANES targets as the average of a set of words for each target (see Section A.1 of the Online Appendix). Blacks, for example, are identified from black, blacks, african, africans, african-american, african-americans, negro and negroes. Figure A.2 of the Online Appendix shows word clouds for the words most associated with each target.

In the case law corpus, we compute the cosine similarity of each sentence vector to each of the targets. The cosine similarity metric provides an estimate of semantic association between each sentence with each specific target group. Formally, let $W_{id}^k$ represent the similarity of sentence $d$ in case $i$ to target $k$. If needed, we represent the average similarity of a case $i$ to target $k$ as

$$W_i^k = \frac{1}{|D_i|} \sum_{d \in D_i} W_{id}^k,$$

where $D_i$ is the set of sentences in $i$.

Next, for each sentence we compute a metric for positive and negative sentiment. To construct the sentiment dimension, we use a dictionary of positive words (e.g. ‘warm’, ‘favourable’, ‘good’) and negative words (e.g. ‘cold’, ‘unfavourable’, ‘bad’) (see Section A.1 of the Online Appendix). Figure 1 shows the words most associated with the positive and negative attributes. Similarly to what was just described about the target groups, we find the average vector for these word sets, and then compute the cosine similarity of each sentence to the averaged sentiment vector. We define the sentiment $S_{id}$. 
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for sentence $d$ in case $i$ as the cosine similarity to the positive vector, minus the cosine similarity to the negative vector.

Finally, we aggregate these sentence-level statistics to the case level. We construct the case-level sentiment towards target $k$ as

$$S_{ik} = \sum_{d \in D_i} S_{id} \cdot W^k_{ad},$$

the dot product of these two vectors. These measures can be aggregated further by computing the average sentiment across cases. For example, let $C_{ct}$ be the set of cases filed in circuit $c$ during year $t$. Then we can define

$$S_{ckt} = \frac{1}{|C_{ct}|} \sum_{i \in C_{ct}} S_{ik},$$

the average case-level sentiment towards $k$ for cases in circuit–year $ct$.

### III. Descriptive Evidence on Judge Sentiment

This section investigates the details of our measure of judicial sentiment, looking at how it varies across different dimensions. First, we consider variation of expressed sentiment over time. Figure 2 shows the trend of sentiment towards each target group from 1961 to 2013. For most of the targets, the measure is stable. However, recognizable positive trends are present in judicial sentiment towards Business, Catholic and Democrat. Meanwhile, there is a negative trend for Liberal and Supreme Court. The increase in positive sentiment toward Business and negative sentiment towards Liberal could be part of a previously noted increasing economic conservatism in the judiciary (Ash et al. 2020). The positive trend for Democrat, while inconsistent with the conservatism interpretation, could be an artefact of our model being case-insensitive—there could be an increase in positive sentiment toward small-d democracy and democratic principles.
MEASURING JUDICIAL SENTIMENT

Meanwhile, Figure A.4 of the Online Appendix shows variation across different Circuit Courts, each corresponding to a different geographical area. Here, we do not see large differences in our judicial measure across circuits for most targets. The DC Circuit (indicated as the 12th district in the figure) diverges in sentiment when the target groups are Labor Unions and Federal. These differences could be explained by the fact that this court covers cases that involve Congress and other government agencies, and therefore addresses issues that are different compared to the other courts.

Next, we consider how the characteristics of the judges assigned to a case relate to expressed sentiment. In Figure 3, we show the mean level of sentiment by target group residualizing the variable on court–year fixed effects beforehand, depending on the composition of the judge panel. In panel (a), we show the sentiment towards each group depending on whether the judges were appointed by a Democratic or a Republican president. In panel (b), we consider the gender composition of the group of judges, comparing all-male panels to ones with at least one female. Panel (c) looks at racial differences, comparing all-white panels to those with at least one non-white judge. In panel (d), we focus on age, comparing average sentiment expressed in rulings from a panel of judges whose members are all older than 50 years with those that have at least one judge who is younger than 50 years.

Overall, there are differences in sentiment depending on the demographic composition of the responsible judges. Some interesting patterns, for instance, are that for the Black/African-American target, the sentiment is generally negative, and relatively more negative when the judges are all Republicans, all males, all white, or older than 50 years. When the target is Business, there is generally a positive sentiment, and this is
higher when all judges are Republicans, all males, all white, and at least one judge is younger than 50 years.

Table A.2 of the Online Appendix shows that most of these differences are statistically significant. Yet these differences are not overwhelmingly in the sense that none of the comparisons indicate sentiments that have an opposite sign depending on the judge characteristic. And other comparisons are not that intuitive. For example, we find that when all judges are Republican, the sentiment is more positive towards Democrats. In addition, an all-male judge panel has more positive sentiment towards women. Overall, these results point out the potential limits that using text analysis can have in catching nuances in the rulings. Researchers should be cautious in the interpretation of this text-based evidence.

As a final descriptive exercise, we ask whether the sentiments expressed by judges in opinions are correlated with local circuit residents’ sentiments reported in surveys. For this analysis we measure individuals’ preferences towards the set of 19 target groups with information from the ANES. The feeling thermometer questions ask about attitudes
towards a specific target group by choosing a value from 0 to 100 (see Figure A.3 of the Online Appendix). A value closer to 100 reveals that the respondent feels warmly or favourably towards the target group, while closer to 0 means cold or unfavourable feelings towards the target group.

Figure 4 shows two binscatter diagrams for the relationship between judge and resident sentiment. In panel (a), we include year fixed effects interacted with target group fixed effects, showing that at any given time, the judge writing sentiments for a given target group are not correlated with resident reported sentiments in the cross-section. In panel (b), we include circuit fixed effects (interacted with target group fixed effects), showing that within-circuit changes in judge and resident sentiments are negatively correlated over time.

This negative correlation between judge sentiment and resident sentiment is not causal. There could be joint causality, or there could be a third confounding variable driving both measurements. To the extent that judges are influencing residents, rather than vice versa, our evidence is consistent with a backlash effect, where judicial rulings in favour of various groups trigger negative feelings by residents. Such a backlash effect would be consistent with previous work on abortion attitudes by Chen et al. (2016) and the evidence on gender equality in Wheaton (2020).

To summarize, our descriptive evidence presents a somewhat mixed picture of the relevance of judicial sentiment. While it does vary over time and is negatively correlated with changes in resident survey attitudes, it does not vary much by circuit or by judge identity. This mixed picture does not imply that sentiment does not matter, however. In the following sections, we turn to a causal analysis to see whether sentiment matters for how cases influence other judges.

IV. ESTIMATING THE EFFECT OF JUDICIAL SENTIMENT

In this section, we describe a framework to study the causal effects of judge sentiment in the context of the US Courts of Appeals. Typically, OLS regressions, even with fixed effects, would not produce causal evidence about sentiment. There could be confounders and joint causality, so the resulting estimates would likely be biased. To account for these
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**Figure 4.** Correlation between judges’ and individuals’ sentiments. Notes: Binscatter diagrams displaying the correlation between judges’ and individuals’ sentiments. Panel (a) includes as controls year fixed effects × target fixed effects. Panel (b) includes as controls circuit fixed effects × target fixed effects.
endogeneity concerns, we propose an instrumental variables strategy that exploits the random assignment of judges to cases as a source of exogenous variation. In particular, we take advantage of the fact that judge characteristics are good cross-validated predictors of expressed sentiments, together with the fact that the personal characteristics of assigned judges to a case are as good as random once conditioned on their distribution in a given circuit–year.

Our approach combines identification features that are commonly adopted under random judge assignment with emerging machine learning methods. Specifically, we suggest the use of regularized regression to construct instruments from cross-validated predictions that are based on judges’ characteristics. The methodology that we propose is not too distant from the ones already applied in the literature that use either a jackknife IV (see, for example, Dobbie and Song 2015; Kling 2006; Galasso and Schankerman 2014) or a split-sample two-stage IV (see, for example, Sampat and Williams 2019) to exploit judges’ leniency variation. Our cross-validated prediction approach is similar to the split-sample two-stage IV methods proposed by Angrist and Krueger (1995) given that also in our case the instrument is constructed based on coefficients trained on out-of-fold data (see also Chen et al. 2020).

As a first step, we assign judge characteristics to cases and then to topics. Let \( X_{ikt} \) be the average characteristics for the three judges assigned to case \( i \) in circuit \( c \) during year \( t \). Then

\[
J_{ikt} = X_{ikt} \times W_i
\]

is the vector of judge characteristics, weighted by the similarity to target \( k \) of the cases to which the judges are assigned.

As already noted, \( J_{ikt} \) contains a large number of characteristics (60 of them). We draw on recent developments in machine learning, to extract more predictive power from the estimates while avoiding over-fitting (see, for example, Chernozhukov et al. 2017; Chen et al. 2020). Specifically, to predict sentiment using the judges’ characteristics, we can use regularized regression models such as LASSO, ridge regression, or elastic net. Next, we form the cross-validated prediction. The predicted endogenous regressor is the instrument in our two-stage least-squares (2SLS) regressions \( (Z_{ikt}) \).

We can now define the first-stage equation as

\[
S_{ikt} = \gamma_k + \gamma_{ct} + \gamma_Z Z_{ikt} + \eta_{ikt},
\]

where \( S_{ikt} \) is the sentiment towards target \( k \) in a case \( i \) published in circuit \( c \) during year \( t \). \( Z_{ikt} \) is the machine-learning-predicted instrument. \( \gamma_c \) is a set of dummy variables (fixed effects) for each circuit–year, and \( \gamma_k \) is a set of dummy variables (fixed effects) for each target. \( \eta_{ikt} \) is the error term.

The second-stage estimating equation is

\[
Y_{ikt} = \alpha_k + \alpha_{ct} + \beta S_{ikt} + \epsilon_{ikt},
\]

where the \( \alpha \) terms are fixed effects, as previously defined. \( S_{ikt} \) is the predicted target sentiment as computed from the first stage—equation (2). \( Y_{ikt} \) is the outcome variable, and \( \beta \) is our coefficient of interest, giving the average effect of judge writing sentiment.
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V. EMPIRICAL APPLICATION

In this section, we provide an application of our methodology by studying the relationship between judges' sentiment expressed in their rulings and the impact of their decisions on the law. This is relevant in a common-law system where judicial rulings provide precedent for future judges. Yet judges have a choice among many precedents, so they may select higher- or lower-sentiment cases. Thus the evidence speaks to the linguistic factors that judges find persuasive.

Specifically, we study the effect of expressed sentiment on the appeal outcomes of a case and how often it is cited. These provide measures of legal impact (e.g. Ash and MacLeod 2021). These measures include the likelihood that the Supreme Court reviews a Circuit Court decision, the likelihood that the Supreme Court reverses a Circuit Court decision, and the total number of citations to the Circuit Court decision. For this analysis, our observations are aggregated at the case–target level.

We begin our application following the procedure from Section IV to construct the instrumental variable from judges' characteristics. To prepare the data for the prediction task from which the instrument originates, we standardize to variance 1 the average judges' characteristics $J_{ckt}$, as well as the judicial sentiment $S_{ckt}$, by target group. To create the instrument, we use elastic net. Elastic net is a linear regression with a penalized cost function to shrink coefficients toward zero and avoid over-fitting (Zou and Hastie 2005). The predictions are then formed using a fivefold cross-validation. We learned the cost-minimizing penalties: $L1 = 0.2$, $L2 = 0.8$, and a general penalty $\lambda = 0.00013$. This means that in our data, the elastic net gives more weight to the ridge regression component than the LASSO component, while selecting a mild penalty.

Next, we implement the first-stage equation (2) and we confirm that the instrument is strongly predictive of sentiment: coeff = 0.931, S.E. = 0.056, with F-statistic 278. But the instrument and endogenous regressor are far from being collinear ($R^2 = 0.006$), as shown in the scatterplot of Figure 5.

Table 1 presents the main findings for how judicial sentiment affects case appeal and citations. We report both OLS estimates and 2SLS estimates using the proposed constructed instrument, always including the relevant set of fixed effects and controls.
<table>
<thead>
<tr>
<th></th>
<th>Supreme Court reviewed</th>
<th>Supreme Court reviewed</th>
<th>Number of citations</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OLS (1)</td>
<td>2SLS (2)</td>
<td>OLS (3)</td>
</tr>
<tr>
<td>Judges' sentiment</td>
<td>0.002*** (0.000)</td>
<td>0.026*** (0.003)</td>
<td>0.001*** (0.000)</td>
</tr>
<tr>
<td>F-statistic</td>
<td>278</td>
<td>278</td>
<td>278</td>
</tr>
</tbody>
</table>

Notes
The dependent variable is a dummy variable identifying if a case has been reviewed by the Supreme Court in columns (1) and (2), a dummy variable identifying if a case has been reversed by the Supreme Court in columns (3) and (4), and the number of citations that a case has received in columns (5) and (6). Judges' sentiment is the text-based sentiment of each case. OLS are ordinary least square estimates. 2SLS estimates use as instrument the predicted case sentiment from an elastic net model based on judges' characteristics, applying cross-validation. All estimates include year circuit, circuit × year, target and legal issue fixed effects, and a dummy indicating whether the initial circuit decision was affirm or reverse. The outcome variable and main regressor are centred and standardized by target. Observations are at the case-target level. Standard errors clustered by circuit-year in parentheses.

*, **, *** indicate $p < 0.1$, $p < 0.05$, $p < 0.01$, respectively.
Specifically, all estimates include circuit × year, target and legal topic fixed effects, and a dummy indicating the direction of the Circuit Court decision (affirm or reverse).

In columns (1) and (2) of Table 1, we provide the results when using as outcome a dummy variable indicating whether a case has been reviewed by the Supreme Court. The effect is positive and statistically significant when using either an OLS or 2SLS regression. The OLS estimate suggests that a one standard deviation increase in the positivity of judicial sentiment increases the chance of a case being reviewed by the Supreme Court by 0.2%. In the 2SLS estimate the coefficient is ten times larger, therefore a one standard deviation increase in judicial sentiment would increase by 2% the probability of a Supreme Court intervention.

In columns (3) and (4) of Table 1, we use as dependent variable a dummy identifying if a case is reversed by the Supreme Court. Also in this case, the effect is positive and statistically significant in both estimates. Similarly to the results just discussed, the coefficient from 2SLS is nearly ten times larger compared to the OLS coefficient. In particular, a one standard deviation increase in our treatment will increase the chance of a case being reversed by the Supreme Court by 0.1% if estimated using OLS, and 1.1% when using 2SLS.

Finally, in columns (5) and (6) of Table 1, we focus on the effect of positive sentiment on the number of citations that a case later receives. We find again a positive and significant coefficient, which is larger in 2SLS compared to OLS. When using OLS the coefficient is 0.111, which is comparable to 0.04% of a standard deviation of the dependent variable, while in 2SLS the coefficient is 1.326, which is comparable to 0.9% of a standard deviation deviation of the dependent variable.

Thus exogenously higher sentiment in a case increases the likelihood of appeal and reversal. Yet it also increases the number of citations. One interpretation of this result is that higher sentiment makes a ruling more expressive. Hence it could attract both negative attention (as indicated by appeal) but also be more memorable or persuasive for future judges (as indicated by citations).

This application might face identification issues, in particular because of a potential violation of the exclusion restriction. We cannot rule out that judge characteristics could impact higher court decisions and citations through channels other than the expressed sentiment—for instance, via a contemporaneous effect on the actual judicial decisions that we do not observe. We can partially account for this by including as control whether the Circuit Court decision was to reverse the lower court verdict. The results are robust to including that as a control, suggesting that our effects are due to the text sentiment and not the confounded direction of the decision.

Across the different outcomes, the 2SLS coefficient is much larger in magnitude than that from OLS. There could be many reasons for this, starting with the fact that 2SLS captures a local average treatment effect. The complier cases in this setting are those where there is scope for judges to shift the sentiment—that is, legal contexts where sentiment is driven by how judges decide to frame issues, and not the issues themselves. Further, OLS could be negatively biased. For example, the measured sentiment could be lower in topics, such as death penalty cases, that are also unlikely to be reviewed or cited.

**VI. Conclusion**

In summary, this paper has combined natural language processing, machine learning and causal inference techniques to provide a method for analysing the impacts of judicial sentiments. There are many research opportunities opened up by these methods. Our
approach could be used to develop sentiment metrics in other corpora, such as political speeches, news articles or corporate earnings calls. One could measure sentiment toward other targets—and not just social groups, but also concepts such as democracy or inequality, for example. The cross-validated instruments approach could be applied in other circumstances with many weak instruments that are predictive of treatment. Random assignment of judges, along with judicial texts, could be used to analyse causal impacts of other features of legal language.

Our descriptive evidence shows that for most of the target groups, sentiment has been stable over time. Also, when comparing across circuits, we find that the direction of sentiment is largely the same, while the intensity might differ. This is also true when estimating differences in sentiment of judging panels with different demographic characteristics. The absence of systematic differences in aggregate sentiment is surprising, but does not mean that sentiment at the level of the decision is irrelevant. In particular, we show that within-circuit changes in judge sentiment over time are negatively related to the sentiments expressed in surveys by residents in those circuits, consistent with a backlash effect that has been discovered in other work (Chen et al. 2016; Wheaton 2020).

In our empirical analysis of the causal effect of judicial sentiment, we study the impacts of decision sentiment on the development of the law. We find that judge writing sentiment does have an impact on Supreme Court decisions and the number of citations. The more positive (rather than negative) the sentiment expressed in the rulings, the higher the chances that the Supreme Court will review and reverse previous decisions. Moreover, cases with more positive sentiment receive more citations. Hence we identify a dimension in judicial language (sentiment) that amplifies the influence of a judge’s decision via citations, yet also increases the likelihood that the case is reviewed for error. It could be that sentiment makes the ruling more expressive, increasing both negative and positive attention to it by other judges. These results add to the literature on judicial decision-making and judicial quality (Posner 2010; Ash et al. 2020; Ash and MacLeod 2021).
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NOTES

1. The database allows us to distinguish between nine categories: Criminal, Civil Rights, First Amendment, Due Process, Privacy, Labor Relations, Economic Regulation and Miscellaneous.
3. A classic example shows that using the vector representation of ‘king’, ‘man’ and ‘woman’, the embedding model would know that the analogy of ‘king’ would be ‘queen’ via the following vector algebra: king $-$ man $+$ woman $=$ queen.
4. Spirling and Rodriguez (2021) show that empirical applications are not sensitive to these default parameters (dimension and window size), so changing them should not matter much.
5. The ANES is a survey conducted every two years since 1948. It provides information about citizens’ voting behaviour, as well as their attitudes.
6. The cosine similarity between two vectors is $s(v, w) = \frac{v \cdot w}{\|v\|\|w\|}$, which is equal to 1 minus the cosine of the angle between the vectors.
7. These values are selected via tenfold cross-validation in each of the five folds of the elastic net.
8. In unreported estimates we reach similar results using both LASSO (L1 but not L2 penalty) and ridge regression (L2 but not L1 penalty) to form the predictions (Belloni et al. 2012; Zou and Hastie 2005).
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