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Abstract 

The need to use randomized experiments in the context of manpower training programs, and in 

analyzing causal effects more generally, has been a subject of much debate. Lalonde (1986) 

considers experimental data from the National Supported Work (NSW) Demonstration and non-

experimental comparison groups drawn from the CPS and PSID, and argues that econometric 

methods fail to replicate the benchmark experimental treatment effect. This paper applies 

propensity score methods, which have been developed in the statistics literature, to Lalonde’s 

dataset. In contrast with Lalonde’s findings, using propensity score methods, we are able closely 

to replicate the experimental training effect. The methods succeed because they are able flexibly 

to control for the wide range of observable differences between the (experimental) treatment 

group and the (non-experimental) comparison group. 



 

1. Introduction 

An important question when analyzing causal effects in non-experimental studies is how well techniques 

of causal inference perform relative to experimental evaluations.  For example, how accurately can a 

researcher hope to estimate the effect of a manpower training program on earnings in an observational 

study?  The question is not a new one.1  The need to use the classical statistical methodology of 

randomized experiments in economic applications such as manpower training programs is addressed by 

Ashenfelter (1978), Ashenfelter and Card (1985), Burtless and Orr (1986) and more recently by 

Burtless (1995).  Lalonde (1986) is the first study to examine the standard econometric procedures 

used to evaluate the effect of training programs on earnings.  He examines a randomized experiment (the 

National Supported Work Demonstration, NSW) from which he obtains an unbiased estimate of the 

training effect, and then compares the experimental result to those obtained from a range of parametric 

selection models (estimated using least squares regressions, instrumental variables, and the Heckman 

[1979] two-step procedure) applied to the NSW observations that received training and a set of 

comparison observations constructed from population survey data sets (CPS and PSID).2 The 

conclusion in Lalonde (1986), which has been very influential in labor economics and the evaluation of 

social programs (see Katz [1992]), is that this array of estimators fails robustly to replicate the 

experimentally determined results. 

                                                 
1  The importance of classical experiments in explaining causal relations in econometrics  goes beyond the case of 
training programs used  here as one possible application.  See Cox (1992), Leamer (1978), and Pratt and Schlaifer 
(1988) for various perspectives on the role of randomization in economic analysis. 
2 We use the term control to refer to units that did not receive treatment; this includes experimental units randomized 
out of treatment and non-experimental comparison units. 
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 In this paper, we apply methods for causal inference developed in the statistics literature that 

rely on the assumption that conditional on covariates selection is ignorable -- also referred to as 

selection on observables (Rubin [1974, 1977, 1978], Rosenbaum and Rubin [1983a], and reviewed in 

Heckman and Robb [1985] and Holland [1986]).3 We re-estimate the treatment effect in Lalonde’s 

non-experimental dataset and present a range of estimators which employ the propensity score method 

(Rosenbaum and Rubin [1983a]), successfully and robustly replicating the experimental treatment effect. 

We show that our methods succeed, where those considered by Lalonde fail, precisely because they 

control fully for observable differences between the NSW treated units and the CPS and PSID 

controls. We also demonstrate the importance of using a full set of pre-treatment covariates and 

allowing for a heterogeneous treatment effect. 

 There have been many responses to Lalonde’s conclusions. Important among these is Heckman 

and Hotz (1989) who emphasize the importance of using appropriate specification tests to select an 

estimator. Other related studies include Card and Sullivan [1988] who examine the effect of training on 

employment; Heckman et al., [1995] who estimate the effect of the JTPA training program on earnings; 

and Manski et al., [1992] who examine the impact of family structure on school enrollment. 

 It is clear that selection on observables is a strong assumption, requiring a sufficiently complete 

set of pre-treatment covariates.  However, our view is that before taking recourse to assumptions on 

functional forms and distributions, there is much merit in exploiting fully the information contained in the 

variables that are observed. In settings where the selection-on- observables assumption is not adequate, 

the techniques described in the paper should still be seen as an important and practical complement to 

                                                 
3 The case of selection on observable characteristics in the econometrics literature was considered first by 
Goldberger (1972a) and further developed in Barnow, Cain, and Goldberger (1980). 
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other econometric methods such as instrumental variables, that depend on well specified exclusion 

restrictions (e.g., Angrist [1990], Angrist, Imbens, and Rubin [1996], and Imbens and Angrist [1994]), 

and assumptions on the distribution of unobserved characteristics (Heckman [1979]). 

 The paper is organized as follows.  Section 2 reviews Lalonde’s results, outlining the 

econometric framework on selection bias and replicating his results.  Section 3 identifies the treatment 

effect under the potential outcomes causal model, and Section 4 discusses estimation procedures for the 

treatment effect.  In Section 5, we implement the approach of Sections 3 and 4 for Lalonde’s dataset, 

and in Section 6, we discuss the sensitivity of the results to the methodology.  Section 7 concludes the 

paper. 

 

2.  Lalonde’s Results 

2.1  The Econometric Framework 

The models considered in Lalonde (1986) fit into the following standard model in the econometrics 

literature (e.g., Maddala [1983] and Heckman [1990]); there are two outcome equations: 
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The error terms are distributed as: 
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where a range of specific assumptions can be made about the elements of the covariance matrix, Σ. A 

leading case in the literature is the case of a constant additive treatment effect: 

  Y Yi i1 0= +δ ,   

where δ  is the effect due to treatment.  The equation for the observed outcome variable can  then be 

written as: 4 

  Y T ii i= + + +β δ β ε0 1X i  (1) 

 The selection-on-observable-characteristics assumption is expressed as: 

   T Xi i i ||  ε   

(where - refers to independence).  Under the above assumptions, equation (1) can be estimated using 

least squares to obtain an unbiased estimate of the treatment effect, δ: 

  ( )E Y T X T Xi i i i i, = + +β δ β0 1   

It is this model (and variations of it in which the set of conditioning variables is modified) that is applied 

most widely in Lalonde’s paper. He also considers models which exploit the parametric assumption on 

Σ (see Heckman [1979]). Our focus is this first class of models. 

 In non-experimental settings where data on the control group is either a self-selected sample, or 

in some cases (as in Lalonde’s paper) is drawn from an altogether different population, the distribution 

                                                 
4 Where ( )Y T Y T Yi i i i i= + −1 01 , β α0 0= , X X Xi i iβ µ µ1 0 1= = , δ α α= −1 0

, and ε i i iu u= =1 0.  
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of the observable characteristics between treated and control units need not overlap very much.  In this 

case, estimating treatment effects through models such as equation (1) amounts to extrapolating between 

two very different groups. If the groups are sufficiently different, such an extrapolation can be extremely 

misleading, as will be demonstrated. Our objective in this paper is to show that by relaxing the linearity 

assumptions in (1), the assumption of selection on observables can still be maintained, and that the 

resulting estimators perform well under the evaluation considered by Lalonde. 

 

2.2  Replicating Lalonde’s Results 

 The characteristics of the NSW sample are presented in Table 1.  The analysis in Lalonde 

(1986) uses only one year of pre-treatment earnings. But as Ashenfelter (1978), Ashenfelter and Card 

(1985), Card and Sullivan (1988) and others indicate, the use of several years of earnings is key in 

estimating the variability in the training effect. Since the methodology we explore relies on fully exploiting 

the selection on observables assumption, we obtain from the NSW survey additional information on the 

earnings profile of the participants. This additional information allows us to test the sensitivity of the 

methodology to selection on observable characteristics such as pre-treatment earnings. Table 1 also 

provides the characteristics of the reduced sample used throughout this paper (185 treated observations 

and 260 controls).5 

                                                 
5 From the sample of 297 treated and 425 control used by Lalonde, we exclude those observations for which earnings 
in calendar 1974 could not be obtained, thus arriving at a reduced sample of 185 treated observations and 260 control 
observations. The two samples do, however, differ from each other.  For example, earnings in 1975 are substantially 
lower for our sample than for the entire sample ($ 1,532 against $ 3,066), as are the earnings two years prior to 
assignment (which is equivalent to earnings in 1974 for the second sample).  As expected the average month of 
assignment increases for the second sample, 18.5 compared to 16.5 for the first sample.  These differences simply 
reflect the “cohort phenomenon” noticed by the designers of the NSW program and do not compromise the validity 
of a simple comparison of sample means as an unbiased estimate of the treatment impact (see MDRC [1983] ). 
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 Non-experimental estimates of the treatment effect are based on the two distinct comparison 

groups used by Lalonde (1986), the Panel Study of Income Dynamics (PSID) and Westat’s Matched 

Current Population Survey-Social Security Administration File (CPS-SSA).  From these two control 

groups, several sub-groups are created following criteria outlined in Table 2.  Following Lalonde, the 

training effect is estimated in two ways: first as a difference in means of earnings between the treated and 

control groups (the unadjusted treatment effect), and second, through an estimate of equation (1) by 

regressing earnings in 1978 on a dummy variable for treatment and a set of covariates (hereafter the 

adjusted treatment effect). These two estimators are reported throughout the analysis. 

 Table 3 presents the complete set of estimators used by Lalonde (1986), with the first row 

reproducing the experimental treatment effect using the NSW control group.  The simple difference in 

means, reported in column (4), yields highly negative treatment effects for the CPS and PSID controls.  

The adjusted treatment effect which controls for pre-treatment earnings and covariates is reported in 

column (10). Applying one of the specification tests suggested by Lalonde, of regressing pre-treatment 

earnings in 1975 and in 1974 over the same functional form used to estimate the adjusted treatment 

effect, the researcher would have to reject all the estimators in column (10), since the difference in pre-

treatment earnings (1974 and 1975) of the two groups is statistically significant.6 Likewise, the 

estimators in the other columns fail to produce a stable estimate replicating the experimental benchmark 

(see Lalonde [1986] for additional details). 

 The essential insight of Lalonde’s study is that adjustment through linear regression on the 

composite sample of NSW treated and CPS or PSID controls yields estimated treatment effects which 

                                                 
6 The usefulness of one additional year of pre-treatment earnings becomes apparent when applying the specification 
test; both for PSID-1,2, and CPS-1,2 the test fails for earnings in 1974 and 1975.  However, for PSID-3, and CPS-3 
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fail robustly to replicate the experimental treatment effect. In the next sections we demonstrate that 

maintaining the assumption of ignorable assignment conditional on covariates, but relaxing the linearity 

assumptions, one can successfully replicate the experimental treatment effect.7 

 

3. Identifying the Average Treatment Effect 

3.1 Causality and the Role of Randomization 

We begin with a brief review of the notion of causality that we use. A cause is viewed as a manipulation 

or treatment which brings about a change in the variable of interest as compared to a baseline, called the 

control. If, as in the previous section, Yi1 (Yi0) is the value of the outcome when unit i is subject to 

treatment 1 (treatment 0, called control), the treatment effect for a single unit, τi, is defined by:  

τ i i iY Y≡ −1 0 . As compared to Yi = TiYi1 + (1-Ti)Yi0, the observed value of the outcome variable, only 

one of Yi0 or Yi1 is observed for any i (referred to as the fundamental problem of causal inference in 

Holland [1986]). Likewise the average treatment effect,  
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adjusted pre-treatment earnings in 1975 are statistically insignificantly different for treated and control units, but are 
significantly different for earnings in 1974. 
7 Another way to relax the linearity assumption of the model in Section 2 is suggest by Goldberger (1972b). Equation 
(1) is re-written as: 

  ( )E Y T X T X T Xi i i i i i, 0 i 1 2= + + +ϕ δ ϕ ϕ . (2) 
As well, one could allow for higher order and interaction terms of the covariates Xi.  Although, in principle it is a 
flexible approach for estimating the treatment effect, estimating such a model when Xi is multi-dimensional (and 
includes many continuous variables) is an econometric (non-parametric) problem of a high order of difficulty. Simply 
saturating a regression with higher order and interaction terms would quickly exhaust the number of observations 
available, and which interaction terms to include (or exclude) is an issue that increases in complexity as the number of 
possible terms increases exponentially (see Härdle [1990], as well as Angrist [1995]). 
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cannot be estimated directly because using observed data we can only estimate E(Yi1|Ti=1) and 

E(Yi0|Ti=0).8 Intuitively, if the treated and control units systematically differ in their characteristics, then 

in observing only the treated group we cannot in general correctly estimate Yi1 for the whole population 

( ( ) ( )E Y E Y Ti i i1 1 1≠ =| ), and likewise for Yi0 and the control group. 

 Randomizing assignment of individuals into treatment and control allows us to estimate the 

average treatment effect over the population of interest, because it implies that 

  Y Y Ti i i1 0,  | |  . 

This in turn implies that ( ) ( )E Y T E Y Ti i i i1 11 0= = =  and ( ) ( )E Y T E Y Ti i i i0 00 1= = = , so that 

  
( ) ( )
( ) ( )

τ = = − =

= = − =

E Y T E Y T

E Y T E Y T

i i i i

i i i i

1 01 0

1 0 .
 

Because the treated and control groups are random subsamples of the participants, Yi1 for the treated 

group is representative of Yi1 for the population (likewise for Yi0 and the control group), so that the 

treatment effect is identified. 

 

3.2 Non-Experimental Settings and the Role of the Propensity Score 

The extension of the classical randomized framework to a non-experimental setting when assignment to 

treatment occurs on observable characteristics is due to Rubin (1974, 1977, 1978). In non-

experimental studies, data is typically available only on a treated group made up of a systematic sub-

sample of the population (e.g., volunteers). The control group is either a systematic sub-sample of the 

                                                 
8 An important assump tion is that the conditional expectation of the outcome for unit i does not depend on the 
treatment status of other units.  Otherwise we would have to condition throughout on the entire vector of treatment 
assignments.  This is referred to as the stable unit treatment value assumption (SUTVA) (Holland [1986] and Rubin 
[1978]). 
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population (e.g., those who did not volunteer or were not chosen for treatment), or it may not have been 

collected alongside the treatment group and may have to be created by turning to other data sets (for 

example, potential controls are available through periodic population surveys). In these cases, it is 

(usually) the treated group which is drawn from the population of interest.9  The treatment effect is then 

defined as: 

  τ | ( | ) ( | )T i i i iE Y T E Y T= = = − =1 1 01 1 . (3) 

Again, as in the previous section, equation (3) is not identified since Yi0 is never observed for units with 

Ti=1. 

 In a non-experimental setting, identification is possible under the assumption of ignorable 

assignment conditional on covariates, i.e., assignment to treatment or control is a (stochastic) function of 

a vector of (observable) covariates. In this case, conditional on the vector X, the assignment mechanism 

is like a randomized experiment (Rubin [1977]): 

 

Proposition 1:  If for each unit we observe a vector of covariates Xi  and 

Yi1, Yi0-Ti|Xi, ∀i, 

then: 

  
( ) ( ){ }

τ | ( | ) ( | )

| , | , ,

T i i i i

X i i i i i i i

E Y T E Y T

E E Y X T E Y X T T

= ≡ = − =

= = − = =

1 1 01 1

1 0 1
 (4) 

where Y T Y T Yi i i i i= + −1 01( ) . 

                                                 
9 A less natural but consistent case would be to use a treated group to estimate the causal effect for a given control 
population of interest.  Note that in the setting of a randomized experiment, the treatment effect for the treated 
population is identical to the treatment effect for the untreated population:  

τ τT T i i i iE Y T E Y T= == = = − =1 0 1 0( | ) ( | ). 
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Proof: See Appendix A. 

  

 Taken literally, the notion of conditioning corresponds to matching or grouping the observations 

on the covariate X.  But implementing this approach requires a sufficiently simple set of (discrete) 

covariates to keep the task of conditioning on the exact value of X a tractable exercise. In many 

instances, this is extremely difficult; for example if there are k dichotomous covariates, the number of  

matching cells is 2k. The Propensity Score Theorem (Rosenbaum and Rubin [1983a]) offers a potential 

solution to this problem: 

 

Proposition 2:  Let p(Xi) be the probability of unit i having been assigned to treatment, defined as 

p(Xi)=Pr(Ti=1|Xi)=E(Ti|Xi), where 0<p(Xi)<1, ∀i.  Then: 

  ( , )Y Y T Xi i i i1 0  ||   

implies 

( )Y Y T p Xi i i i1 0, || | ( ).   

Proof:  See Appendix A. 

 

Corollary 2.1:  

  ( ) ( )[ ]τ | | , ( ) | , ( )( )T p X i i i i i i iE E Y T p X E Y T p X T= = = − = =1 1 0 1 . (5) 

Proof: See Appendix A. 
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Thus, independence conditional on covariates extends to the propensity score, as does by immediate 

implication our result on the computation of the treatment effect. The achievement of the theorem is that 

equation (5) only requires matches on a univariate scale, rather than on X. 

 Proposition 2 essentially reduces the exercise of estimating the treatment effect to estimating the 

following two non-parametric functions: 

  ( ) ( )E Y p X E Y T p Xi i i i1 1| ( ) | , ( )= =   

  ( ) ( )E Y p X E Y T p Xi i i i i0 0| ( ) | , ( )= = ,  

which would be univariate non-parametric regressions if the propensity score were known.10 In this 

paper we deliberately focus on relatively intuitive methods for obtaining a flexible functional form, but in 

principle one could use any one of the standard array of non-parametric techniques (see for example 

Härdle [1990]). 

 A complication in implementing this procedure is that the propensity score is unknown. We 

estimate it using a logit model (see Appendix B for details). At some level, this merely transfers the 

burden of estimating a high-order non-parametric regression from equation (4) to this step. There are a 

number of reasons to prefer our approach.  First, as indicated earlier, tackling equation (4) directly with 

a non-parametric regression would encounter the curse of dimensionality as a problem in many datasets. 

This is also true about estimating the propensity score using standard non-parametric techniques. Hence, 

we use a parametric model for the propensity score. But this is preferable to applying a parametric 

model to the outcome equation, such as equation (2), because there is a well-defined criterion to 

                                                 
10 Since we are estimating the average treatment effect for the treated population, and Yi1 for the treated population is 
known, in effect we do not have to estimate the second of these. 
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determine how many interaction terms to include in the specification, embodied in the following 

proposition (Rosenbaum and Rubin 1983a): 

 
 
Proposition 3: 
  X T p X ||  ( ) . 

Proof: See Appendix B. 
 
 

Though elementary, Proposition 3 is fundamental in providing a framework to validate estimates of the 

propensity score and hence in choosing which higher order and interaction terms to use.  For equal 

values of the propensity score, the theorem tells us that the covariates are also balanced (in distribution). 

This provides an easy diagnostic for how well the score has been estimated (discussed in greater detail 

in Appendix B). Finally, as we will see in the next section, depending on the estimation strategy one 

adopts, an extremely precise estimate of the propensity score is not even needed. 

 

4. Estimating Treatment Effect 

This section suggests three straightforward methods of using the propensity score to obtain an estimate 

of the estimate treatment effect. 

 

4.1 Stratifying on the Score 

A commonly used method to control for a single covariate is stratification. Stratifying on the propensity 

score entails dividing the unit interval into blocks or strata that are sufficiently fine to allow us to consider 

the treated and control units within each stratum as having approximately the same propensity score, 
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because when units have the same propensity score, it follows that the distribution of the entire vector of 

covariates will be the same.11 It is in this sense that stratifying on the score ensures an overlap in the 

distribution of characteristics across the treated and control groups. 

 Within each such stratum, the treatment effect is the difference of two expectations that are a 

function of observables, E(Yi1|Ti=1,p(Xi))-E(Yi0|Ti=0,p(Xi)). Estimating τ|T=1,p(X) requires only point 

estimates of each term, and like a randomized experiment, the difference of means is an (approximately) 

unbiased estimator.12 Within each block very little modeling is required, and the choice of functional 

forms is no longer a major issue.  A weighted average of the treatment effect within each block (where 

the weights are the number of treated units in each block) estimates the average treatment effect for the 

treated. 

 A simple and immediate test of whether an estimate of the propensity score is sufficiently 

accurate is that one can find a partition structure such that, within each stratum, observable 

characteristics are balanced across treated and control units. In this case, the estimate of the propensity 

score is used only in grouping units, not directly in the estimator. 

 

                                                 
11 The method suggested in Appendix B for estimating the propensity score also involves stratifying on the 
estimated propensity score. A natural choice here would be to use the same strata. Cochran (1968) and Rosenbaum 
and Rubin (1985a) show that under certain restrictions, including normality of covariate distribution, five equal size 
blocks reduce 95 percent of the bias.  Although these results can be taken as a benchmark for the number of blocks 
that would reduce most of the bias from differences in the distribution of the covariates, ultimately the blocking is a 
function of the overlap between the distribution of the score for treated and control samples as well as sample size.  It 
is also evident that the simple stratification procedure adopted in the appendix is not the only way of determining the 
number of blocks that balance the covariates; other non-parametric techniques could be used such as kernel or 
nearest neighbor (see Härdle [1990]). 
12 Using a difference in means within each stratum amounts to specifying a step-function functional form. More 
generally one could use more complicated forms within each stratum (linear, quadratic, etc.), and impose continuity or 
differentiability requirements as well. These strategies are simpler versions of standard non-parametric regression 
techniques. 



 14 

4.2  Matching on the Propensity Score 

A second estimation strategy that follows from equation (5) is pair-wise matching on the score. The 

conditioning on the propensity score is implemented by matching techniques that pair each treated unit 

to the single control unit with the closest propensity score.13  The matched sample will have the property 

that the distribution of observed covariates for the treated and control groups is approximately the same. 

Given the assumption of conditional ignorability (Proposition 1), the treatment effect is estimated by 

taking a difference in means or using least squares adjustment appropriately weighted, to correct for any 

remaining imbalance.  An algorithm for determining how to match units within some bands of tolerance 

on the inexactitude of the match needs to be specified, and there are delicate issues regarding the order 

in which to match the treated units (see Rosenbaum and Rubin [1985b], and Rubin and Thomas 

[1992]).  Results reported in this paper for matching follow a procedure that accounts for the minimal 

overlap between the treated and control distributions by allowing a given control unit to be matched with 

more than one treated unit (see Dehejia and Wahba [1995]).14 

 

4.3  Using the Propensity Score as Weights 

The score can be used directly as a weight in estimating the average treatment effect, as stated in the 

following proposition: 

 

Proposition 4: 

                                                 
13 In some sense matching is an extreme form of stratification where each treated observation is in a separate stratum, 
which is sufficiently narrow to include only one control.  Note that control units would be thrown out in a matching 
exercise even if they were previously included in blocks determined by the score. 
14 Early work on matching revolved around matching on a covariate or a set of covariates.  For a theoretical 
examination of matching on a set of covariates see Rubin (1973, 1979). 
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is a consistent estimator of τ|T=1, where Yi  is the observed value of outcome for unit i, Ti  is an 

index variable (=1 if treated and =0 if control), 0<p(Xi)<1, and NT and NC are the total number 

of treated and control observations respectively. 

Proof: See Appendix C 

 

This estimator differs from the first two to the extent that the objective of the method adopted in this 

paper is to be agnostic about which functional form needs to be assumed. So even if in estimating the 

propensity score the functional form is not exactly correct, but within each stratum the observable 

covariates of treated and control units balance, then given the assumption of selection on observables 

this is sufficient for an unbiased estimate of the treatment effect -- independent of the estimate of the 

propensity score. There is no such comfort in using weighting. A very different estimate of the treatment 

obtained when using weighting, compared to using stratification or matching, would suggest that either 

the score is mis-specified (an issue that can be corrected through additional interaction terms and higher 

order terms) or that the treatment effect is not ignorable conditional on the score.  In this sense, 

Proposition 4 provides an additional self-diagnostic test. 

 

5. Results Using the Propensity Score  

5.1 Estimating the Propensity Score 

Following the argument in Section 3, the propensity score is estimated using a logit with the treatment 

status as the dependent variable and the pre-treatment covariates as independent variables.  The final 
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choice of interaction and higher order terms included in the logistic function was determined solely by 

the need to balance the covariates within blocks as defined in the algorithm (see Appendix B).  This 

procedure was repeated for each of the six control groups of Table 2 separately, and the resulting 

logistic functions are presented in the footnote of Table 4.  Note that in this procedure the outcome 

variable (earnings in 1978) plays no role.15  Note also, that the procedure embodies specification tests 

of the type suggested by Lalonde.  Within each block unadjusted as well as regression-adjusted 

differences in all pre-treatment covariates between the two groups, including pre-training earnings, were 

estimated.  Only if the difference was not significant were the blocks maintained. 

   

5.2 Treatment Effect Stratifying on the Propensity Score 

The first of the estimators discussed in Section 4 uses stratification on the estimated propensity score. 

The treatment effect is estimated by summing over the blocks the difference of the within-block means 

of the outcome variable for the treated and control observations, where the sum is weighted by the 

number of treated observations within each block, obtaining the unadjusted treatment effect.16  

Alternatively, a treatment effect could be obtained using the same regression specification as column 

(10) of Table 4 within each block, and again taking a weighted sum over the blocks to obtain the 

adjusted treatment effect. 

 Tables 5 and 6 present the disaggregated treatment effect using the stratification resulting from 

the estimation of the propensity score for PSID-1 and CPS-1 respectively.  Note that all control 

observations with an estimated score lower than the minimum estimated score for treated observations 

                                                 
15 Earnings do enter however in lagged form as pre-treatment earnings in 1975 and 1974. 
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are excluded.  For Table 5, this is indicated in the first block where the lowest estimated score is 

0.0004.  The number of control observations used is determined only by the degree of overlap between 

the distribution of the score for the treated and control groups, resulting in 1070 control observations 

from PSID-1.  The estimated training effect is $1,509 and $1,647 for the unadjusted and adjusted 

estimates respectively.  In Table 6 the minimum estimated score is 0.001, which is the lowest estimated 

value for the treated observations.  The total number of CPS-1 control actually used is 3,992 implying 

that 12,060 control observations (a full 75 percent of the total number of control observations) have an 

estimated score less than the minimum estimated score for the treated observations. This illustrates well 

the weakness of the standard model; in linear models such as those tested by Lalonde (1986), one is 

extrapolating from a group made up mostly of irrelevant controls. With CPS as a control group, after 

controlling for observable characteristics through the propensity score, the unadjusted training effect is 

$1,713, and the adjusted training effect $1,774. 

 Several other characteristics of the tables should be mentioned.  Blocks vary in their score range 

because though a greater number of observations within a block is desirable, ultimately the block size 

will depend on balancing the covariates. The treatment effect varies within each block since it depends 

on the particular sample characteristics represented in the block. For example, treated observations in 

block 1 of Table 6 had an average age of 27, 20 percent of them were black participants, and the 

average earnings was $6,620 in 1975. In contrast, the last block was made up of treated participants 

with an average age of 26, all of whom were black, with an average income of $194 in 1975. The 

heterogeneity of the treatment effect is taken up further in Section 5.5. Finally, as in a randomized 

                                                                                                                                                             
16 In the non-experimental set-up this corresponds to the average treatment effect conditional on having been in the 
NSW treated group. Because the NSW is a randomized experiment its treated and control groups are drawn from the 
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experiment, the unadjusted and adjusted treatment effects within each block are similar, which 

demonstrates that by conditioning on the propensity score we are balancing the other covariates as well. 

 The estimated treatment effects from stratification on the score for all six groups are summarized 

in Table 4 in columns (4) and (5).  Columns (1) and (2) repeat the benchmark estimates discussed 

earlier for convenience.  The main feature of these results is that the use of the propensity score has 

eliminated those observations in the control groups that are not comparable to the treated observations, 

without resorting to any ad hoc assumptions on the characteristics of the control observations used to 

derive PSID-2 and PSID-3 and CPS-1 and CPS-3.  This is not to say that in going from CPS-1 to 

CPS-3 and PSID-1 to PSID-3 one may not improve the estimate; instead, the basic point is that 

ensuring overlap through the score is a more systematic way to eliminate irrelevant controls. 

 Furthermore, comparing these estimates with the estimated training effect over the entire sample 

(columns 1 and 2) demonstrates the problem associated with the extrapolation implicit in the least 

squares training effect when there is minimal overlap in the two distributions.  Unlike the estimates in 

columns (1) and (2), the treatment effect estimated in column (3) is estimated using the same 

specification as (2), adding the score as a variable and regressing over the overlap sample specified in 

column (6).  The estimated treatment effect for PSID-1 and CPS-1 is $542 and $893 respectively.  A 

constant additive treatment effect estimated in the overlap sample does not result in substantially higher 

estimates.  As results in columns (4) and (5) indicate, ensuring that the distributions overlap and relaxing 

the constant effect treatment assumption through a flexible functional form yield estimates that are 

considerably closer to the benchmark estimate. 

                                                                                                                                                             
same population, so the correct benchmark for comparison remains the treatment effect of $1,794. 
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 Moving down the various control groups does not significantly alter the estimated treatment 

effect in columns (4) and (5). The estimated treatment effects range from a low of $1,335 to a high of 

$1,713 for the unadjusted estimate with CPS controls and from a low of $1,509 to a high of $1,829 for 

PSID controls.  In the case of adjusted estimates the training effect varies from $1,023 to $1,774 and 

$1,647 to $2,538 for the CPS and PSID controls respectively.  Note however that under stratification 

on the propensity score there is no need to construct further control groups, since non-comparable 

controls are already discarded through stratification. Thus, under this approach a researcher would no 

longer need to construct somewhat arbitrary control groups such as PSID-2, PSID-3 and CPS-2, 

CPS-3 and would report only the adjusted training effects that vary between $1,509 and $1,774. 

 

5.3 Matching on the Propensity Score 

As suggested in Section 4 an alternative to stratifying on the score is pair-wise matching.  By matching 

each treated unit to the control with the nearest propensity score (with replacement), we focus attention 

on a much smaller subset of the overall control group. For PSID-1 to 3, 52, 31, and 43 controls are 

used respectively and for CPS-1 to 3, the number of controls matched to the treated observations are 

106, 87, and 63 respectively. The characteristics of the matched control samples are reported in Table 

7.  Comparing the sample characteristics of the matched sample with unmatched samples in Table 2 

shows precisely the result of matching on the propensity score.  Columns (7) and (8) of Table 4 present 

the unadjusted and adjusted treatment effects.17  The treatment effect varies from $870 to $2,190 

(unadjusted) and $826 and $1,740 (adjusted) with PSID controls.  With CPS controls, the treatment 

                                                 
17 Note however that weights need to be used in matched samples to take into account the matching of more than one 
treated observation to the same control observation.  For more details see Dehejia and Wahba (1995). 
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effect varies from $-466 to $1,445  (unadjusted) and $-372 to $1,589 (adjusted).  Again, a researcher 

following our approach would not need to construct control groups other than the original control group, 

so that the adjusted estimated treatment effect under matching methods would vary between $1,174 

and $1,690.  Although the researcher would miss estimates somewhat closer to the experimental 

benchmark by not using control groups such as PSID-3 and CPS-2, she would also eschew particularly 

poor results by not using ad hoc sub-groups such as PSID-2 or CPS-3. 

 

5.4 Using the Propensity Score as Weights 

The estimates using the score directly in a weighting scheme are presented in column (9) of Table 4.  

The treatment effects for the PSID-1 and CPS-1 samples are $1,129 and $1,485 respectively.  As we 

vary the control sample (and accordingly re-run the logistic regression), there is noticeable variation in 

the reported treatment effects, though they do remain positive.  It is difficult to give a proper 

interpretation to the estimates under the reduced samples; the observations dropped from the control 

group could be those which are least likely to be treated (low score), or if the chosen criterion for 

reducing the sample is an inappropriate one, the observations dropped could be those that are most 

likely to be treated (high score).  Either way, by removing them from the sample the information they 

contribute to estimating the score accurately is lost. 

 The critical issue concerning sub-groups such as those created by Lalonde (1986) to reduce the 

bias is that forming subsets of the control group based on single characteristics such as employment 

status between PSID-1 and -2, for example, imposes a lexicographic preference in terms of suitability 

of matches on that characteristic.  Instead, by allowing the score to choose from the full data set, one 

incorporates all observable characteristics weighted by the probability of selection. 



 21 

 

5.5 Estimating the Treatment Effect by Sample Characteristics 

A notable feature of the results presented in the previous sections is the high standard errors on the 

treatment effects. One possible explanation is heterogeneity in the treatment effect, an issue which is of 

independent interest.18 

 As Tables 5 and 6 indicate, the treatment effect for the blocks vary from a highly positive to a 

highly negative effect. These estimated treatment effects are for observations with similar propensity 

scores and socio-economic characteristics within blocks, but different across the blocks.  For example, 

block 6 of Table 6 with a score range of 0.6 to 0.85 is made up of 26 treated observations and 12 

control observations all of whom are blacks, with an average age of 26, 10 years of high school, less 

than a third of them married, with no earnings in 1974, and very low earnings ($250) in 1975. For this 

group the average training effect was $2,364 (unadjusted) and $3,683 (adjusted). But the blocking 

cannot provide a sharp characterization of the treatment effect in terms of specific pre-treatment 

characteristics. This is offered in Tables 8 and 9. 

 Table 8 (rows 1 and 2) presents the training effect using the two randomized samples of Table 1 

and the training effect for sub-groups selected by sample characteristics from the second sample. The 

treatment effect reported in column 3 is estimated by taking a difference-in-means (the unadjusted 

treatment effect) of 1978 earnings between the treated and control groups. The relatively high standard 

error for the treatment effect of $886 (s.e.= 476) suggests the possibility of heterogeneity of the 

treatment effect among units. The higher treatment effect for the second sample ($1794) is a reflection 
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of the cohort phenomenon as explained previously.  Within the second sample, the variation in training 

effect is indicated in column (4). Those participants, for example, that completed high school or that 

have more than 11 years of schooling have a treatment effect which is much higher than the average 

($3,085), and significantly different from the treatment effect of their complement (no degree or less than 

eleven years of schooling). Unemployment in 1974 is an important covariate that distinguishes 

participants (the treatment effect is $3,376 for those unemployed in 1974 and $-685 for those 

employed in 1974), whereas whether an individual was employed or not in 1975 makes little difference 

in terms of treatment effect. The importance of the earnings profile for 1974 in determining the 

probability of training participation is discussed in Section 6.2 in the context of the sensitivity to the 

selection on observables assumption. Table 8 exposes a significant degree of heterogeneity in the 

benchmark training effect, suggesting that a model with a constant treatment effect such as equation (1) 

can be substantially misleading.  In Tables 9a and 9b we see that the potential heterogeneity of treatment 

effects is readily explored through the estimation strategy followed in this paper, even in the absence of a 

randomized experiment. 

 Tables 9a and 9b estimate the treatment effect by sample characteristics using the PSID-1 and 

CPS-1 controls respectively and the propensity score stratification scheme discussed above. We note 

that for many of the characteristics the estimates reasonably match the experimental results.  This 

provides added confidence in the accuracy of the non-experimental results, since not only do they track 

the average treatment effect for the NSW group, but they also track the average treatment effect for 

sub-sets of the original group.  Note however that standard errors are still relatively high for many of the 

                                                                                                                                                             
18 Another explanation for the high standard errors is that there is minimal overlap between the distributions of the 
treated and control observations, which implies small sample sizes for a number of the blocks, as indicated in Tables 5 
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treatment effects controlling for individual characteristics, especially when using PSID-1 as control 

group. 

 Thus in summary, using both the PSID and CPS, we estimate treatment effects which come 

reasonably close to the experimental benchmark. Lalonde’s message from his analysis was that the 

researcher is presented with an array of estimates which differ dramatically (from $-15,205 to $1,326) 

and with no clear way to choose between them.  In contrast, from our array of estimators, the answer 

which emerges is much more focused.  Furthermore, the estimates are based on a simple method for 

comparing observations as summarized by their propensity score.  The flexibility of the approach is also 

demonstrated in the way it is able to replicate to a large extent non-constant treatment effect embodied 

in the original experimental data set. 

 

6. Sensitivity Analysis 

6.1 Sensitivity to Specification of the Propensity Score 

Under the algorithm defined in Appendix B, the choice of interaction terms in the logistic function is 

entirely determined by the need to balance the covariates within blocks. Table 10 presents various point 

estimates of the treatment effect with CPS-1 and PSID-1 as control groups, starting with the logit 

function reported in Table 4 and then excluding higher order terms (squared and cubic) followed by 

excluding interaction terms from the logit.  Although none of the resulting logistic functions completely 

balance the covariates for equal values of the score (as did the logit function reported in Table 4), the 

results indicate that the point estimates stratifying on the score are not highly sensitive to logit 

specifications. Estimates in column (3) where the score enters linearly in the regression are also not very 

                                                                                                                                                             
and 6, resulting in higher standard errors than treatment effects estimated directly over the full sample. 
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sensitive to propensity score specification.  This points to the crucial characteristic of our approach, 

namely that the choice of terms in the logit specification is driven only by the need to balance covariates 

of observations with similar propensity scores. In contrast, estimating the treatment effect through 

generalizations of the regression model in equation (1) (e.g., equation (2)) requires prior information on 

which terms to include. Note also that with CPS controls, standard errors are significantly lower.19 

Sensitivity analysis to starting parameters in the logit for score estimation (see the first step in Figure 1, 

Appendix B) was also conducted and generally produced the same logit specification. Also, results 

were not sensitive to changes in the initial blocking rule (see the second step in Figure 1). 

 

6.2 Sensitivity to Selection on Observables 

The key assumption driving the above analysis is that all the variables generating assignment to treatment 

(and correlated with potential outcomes Yi1 and Yi0) are observed.  It is clear that rarely are all the 

relevant variables observed by the researcher.  Thus, it is of interest to examine how far we can go in 

removing the bias from the results through conditioning on observables.  In this section we examine this 

issue by excluding pre-treatment earnings in 1974 and re-estimating the treatment effect using the 

estimators described in Section 4.  The results of Table 4 are re-computed and presented in Table 11. 

 The first apparent difference between Tables 4 and 11 is the sensitivity of the PSID sample to 

pre-treatment earnings in 1974.  When 1974 earnings are dropped, estimates of the training effect are 

negative with very high standard errors.  As expected, the use of  Lalonde’s PSID-1 and PSID-2 

samples does not change the results very much.  Estimates of the treatment effect using matching or the 

                                                 
19The lower standard errors that come with coarser specification of the logistic function suggest a tradeoff between 
efficiency and unbiasedness.  The properties of the algorithm proposed in Section 3 and any other algorithm need to 
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score as weights also perform poorly.  In contrast, using CPS as a control group results in estimates that 

are more robust. Stratification on the score with CPS-1 produces an adjusted training effect of $1,207 

(s.e.=880). Pair-wise matching on the score also produces a significant effect of $1,969 (s.e.=808), 

only $175 higher than the benchmark case.  The reason for this important difference between the two 

control groups is found by examining the distribution of earnings in 1974 and 1975 across the 

propensity score blocks. Whereas earnings in 1974 are not balanced for most of the blocks in the case 

of PSID-1, the opposite is true for most (but not all) of the blocks with CPS-1. The difference in the 

two samples comes from relatively different pre-treatment earnings profiles.  In PSID-1, earnings in 

1975 do not follow closely earnings in 1974, controlling for the propensity score; for higher propensity 

score levels, earnings in 1975 do not fall as sharply as earnings in 1974, resulting in a negative 

correlation between the two years.  In contrast, earnings in CPS-1 for 1974 and 1975 follow each 

other closely, both dropping substantially with higher score levels, resulting in a positive correlation 

across all blocks.  With the dip in earnings captured earlier in the CPS sample, dropping earnings in 

1974 affects the estimates of the training effect for PSID-1 but not CPS-1 (see Ashenfelter [1974, 

1978] and Ashenfelter and Card [1985] on what has been referred to as the “Ashenfelter dip” in 

earnings prior to enrollment in training programs). 

 

6.3 The Use of More than One Control Group 

By comparing the overall results in Table 11 to those in Table 4 the value of using several control groups 

becomes evident.  Whereas a coherent estimate of the treatment effect emerges in Table 4,  Table 11 

shows that if the researcher did not know that an important covariate was missing, she would report a 

                                                                                                                                                             
be evaluated fully, a direction for future research.  
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treatment effect that varies substantially depending on the control group used.  How does one compare 

the estimates of the treatment effect for two (or more) control groups? In the above analysis we tested 

sensitivity to the available set of covariates by using our knowledge of the experimental benchmark to 

see how far we strayed from the true estimate when a key covariate was set aside.  In applications, such 

randomized data sets are not typically available, but though it is more difficult to assess sensitivity to 

unobservable characteristics, it is not impossible (see Rosenbaum and Rubin [1983b]). 

 The use of more than one control group provides additional information regarding the sensitivity 

of the results to unobservable covariates.  The practice of using multiple control groups in economics 

and more specifically in the manpower training literature is not uncommon, but studies generally report 

only the final control group used in the evaluation.20 There is however a fundamental difference between 

sensitivity to the choice of control group within a specific data set (and sub-groups obtained from it), as 

was addressed in the previous section, and between two distinct control groups.  The former is an issue 

already addressed by making use of the propensity score.  Comparing results between two distinct 

control groups is a more delicate exercise.  Some studies (Rosenbaum [1984, 1987]) suggest that the 

use of a second control group in non-experimental settings can sometimes help detect the presence of 

important variables not observed in the data.  The intuition is simple, and was illustrated by Tables 4 and 

11.  When a variable that determines assignment to treatment is not observed there are two possibilities.  

If the estimated treatment effect across the two samples is quite similar (as in Table 4), this suggests 

either that all important variables are observed or that the unobserved variable affects the observed 

covariates of both samples in a similar way. If instead the estimates differ substantially (as in Table 11), 

                                                 
20 Fraker and Maynard (1987) provide a detailed analysis of the treatment effect for the NSW program using a series 
of control groups.  They conclude that the results are generally sensitive to the choice of control groups. 
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this suggests quite strongly the presence of some unobserved variable which affects each sample 

differently.  Without an experimental data set, the use of multiple control groups can provide a partial 

test for the presence of unobserved variables. 

 

7. Conclusion 

This paper presents a framework for estimating treatment effects in non-experimental settings when 

assignment to treatment is assumed to be ignorable conditional on observable characteristics.  Drawing 

from the statistics literature on causal inference analysis, the paper defines the role of the propensity 

score in identifying the treatment effect with conditionally ignorable assignment. The paper then 

proposes an algorithm for estimating the propensity score, and three types of estimators of the treatment 

effect based on the score. 

 The estimators are evaluated using Lalonde’s seminal re-creation of a non-experimental setting.  

Results show that the estimates of the training effect are close to the benchmark randomized case, and 

are robust to specification of the control groups defined by Lalonde.  By stratifying observations on the 

score, a researcher need only use the original control groups to estimate the training effect and would 

report an effect that varies between $1,509 and $1,774 compared to the randomized treatment effect of 

$1,794.  Using estimators based on matching or weighting by the propensity score lead to similar 

estimates.  The paper also evaluates sensitivity to the specification of the propensity score as well as 

sensitivity to the selection on observables assumption.  Results indicate the robustness of the estimated 

training effect to changes in the benchmark logit specification and to blocking methods.  Excluding 

earnings in 1974 from the analysis affects the estimated training effect when using PSID as control but 
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less so with CPS, a result that underscores the importance of using more than one control group in non-

experimental studies. 

 In most of the estimates the standard errors are high, and although the heterogeneity of the 

treatment effect as well as the minimal overlap in the distribution of covariates between treated and 

control go far in explaining the high standard errors, further research is needed to examine the optimality 

properties of the rule specifying the score, such as the tradeoff between bias and efficiency.  While the 

results obtained in the paper are specific to the data set, further studies based on non-experimental 

evaluation of randomized studies should provide additional evidence on the merits of this approach and 

on how general (or specific) are these methods to the data at hand. This does not deny the importance 

of randomized experiments; indeed, it is thanks to a randomized data set that such an evaluation was 

made possible. 

 The Lalonde paper and the ensuing debate may have cast a negative light on standard 

econometric methods of evaluating social programs. This paper attempts to rehabilitate the assumption 

of selection on observables with the use of the propensity score to exploit more carefully the information 

contained in observable covariates. There are however many settings in which the assumption of 

selection on observables is not sufficient to identify the treatment. The conclusion to draw from this 

paper is that even when the researcher suspects that important characteristics are unobserved and that 

exclusion restrictions that identify the treatment may be available, the self-diagnostic nature of the 

approach reveals valuable information to the researcher by examining the comparability of the 

distributions of the treated and control units. The techniques exposed in this paper are powerful enough 

to sort out which observations from a large pool of potential controls are relevant comparisons to 

treated units under consideration and to help guide the researcher in other possible directions. Our 
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argument would be: before recourse to modeling through assumptions on functional forms and 

distribution -- assumptions on unobservables, which by their very nature are difficult to test in the data -- 

there is substantial reward in exploring first the information contained in the variables that are observed. 
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Appendix A. Selection on Observables and the Role of the Propensity Score  

 
Proposition A.1:  If for each unit we observe a vector of covariates Xi  and 

Yi1, Yi0-Ti|Xi, ∀i, 
then: 
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where τ T X i i i i i iE Y X T E Y X T= ≡ = − =1 1 0, ( | , ) ( | , ) . 
• 
 
 Proposition A.2:  Let p(X i) be the probability of unit i having been assigned to treatment, 
defined as p(Xi)=Pr(Ti=1|Xi)=E(Ti|Xi), where 0<p(Xi)<1, ∀i.  Then: 
  ( , )Y Y T Xi i i i1 0  ||   

implies 
( )Y Y T p Xi i i i1 0, || | ( ).   

 
Proof: 

( )

E T Y Y p X
E E T Y Y X Y Y p X
E E T X Y Y p X
E p X Y Y p X
p X

i

X i

X i

X

( | , , ( ))
{ ( | , , ) , , ( )}
{ , , ( )}
{ ( ) , , ( )}

( ).
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=
=

 

Hence,  
⇒ T Y Y p X ||  1 0, | ( ).  

• 
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Corollary A.2.1:    ( ) ( ){ }τ | | , ( ) | , ( )( )T p X i i i i i i iE E Y T p X E Y T p X T= = = − = =1 1 0 1 . 

Proof: 
( ) ( )

( ) ( ){ }
( ) ( ){ }
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=
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• 
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Appendix B. Estimating the Propensity Score 

The first step in estimating the treatment effect is to estimate the propensity score.  Any standard 
probability model can be used, e.g., logit or probit.  It is important to remember that the role of the 
score is only in reducing the dimensions of the conditioning, and, as such, it has no behavioral 
assumptions attached to it.  For ease of estimation, most applications in the statistics literature have 
concentrated on the logit model: 
 

  ( )Pr( | )
( )

T X
e

ei i

h X

h X

i

i
= =

+
1

1

λ

λ
,  

 
where Ti is the treatment status, and h(Xi) is made up of linear and higher order terms of the covariates 
on which we condition to obtain an ignorable treatment assignment.21 
 
In estimating the score through a probability model the choice of which interaction or higher order term 
to include is determined solely by the need to condition fully on the observable characteristics that make 
up the assignment mechanism. The following proposition forms the basis of the algorithm we propose to 
estimate the propensity score (see Rosenbaum and Rubin 1983a): 
 
Proposition A.3: 
  X T p X ||  ( ) . 

Proof: From the definition of p(X) in Proposition A.2:  
( )E T X p X E T X p Xi i i i i i( | , ( )) | ( )= = . 

 
 The algorithm works as follows.  Starting with a parsimonious logistic function with linear 
covariates to estimate the score, rank all observations by the estimated propensity score (from lowest to 
highest).  Divide the observations into strata such that within each stratum or block the difference in 
score for treated and control observations is insignificant (a t-test on a difference in means between the 
treated and control groups is a criterion used in this algorithm). Proposition A.3 tells us that within each 
stratum the distribution of the covariates should be approximately the same across the treated and 
control groups once the score is controlled for. Within each stratum, we can test for statistically 
significant differences between the distribution of covariates for treated and control units; operationally, 
t-tests on differences in the first moments are often sufficient but a joint F-test for the difference in means 
for all the variables within each block could also be performed.22  When the covariates are not balanced 
within a particular block, the block may be too coarsely defined; recall that Proposition A.3 in fact deals 
with observations with an identical propensity score.  The solution adopted is to divide the block into 
finer blocks and test again for no difference in the distribution of the covariates within the finer blocks.  If 
                                                 
21 Because we allow for higher order terms in X, this choice is not very restrictive.  By re-arranging and taking logs, 
we obtain:  ( )l n ( )Pr( | )

P r ( | )
T X

T X i
i i

i i
h X=

− = =1
1 1 λ .  A Taylor series expansion allows us an arbitrarily precise 

approximation.  See also Rosenbaum and Rubin (1983a). 
22 More generally one can also consider higher moments or interactions, but usually there is little difference in the 
results.  
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however some covariates remain unbalanced for many blocks, the score may be poorly estimated, 
which suggests that additional terms (interaction or higher order terms) of the unbalanced covariates 
should be added to the logistic specification to control for these characteristics better. This procedure is 
repeated for each given block until covariates are balanced. 23  The algorithm is summarized in Figure 1. 
 

 
 

Figure 1 - A Simple Algorithm for Estimating the Propensity Score 
• Start with a parsimonious  logit function to estimate the score. 
• Sort data according to estimated propensity score (ranking from lowest to highest). 
• Stratify all observations such that estimated propensity scores within a stratum for treated 

and control are close (no significant difference); e.g.  start by dividing observations in blocks 
of equal score range (0-0.2, ...,0.8-1). 

• Statistical test: difference-in-means for all covariates of treated and control in all blocks are 
not significant from zero at relevant confidence level. 

1. If covariates are balanced between treated and control observations for all blocks, stop. 
2. If covariate i is not balanced for some blocks; divide block into finer blocks and re-

evaluate. 
3. If covariate i is not balanced for all blocks, modify logit by adding interaction terms and/or 

higher order terms of covariate i, and re-evaluate. 
 
 A key property of this estimation procedure is that it uses a well-defined criterion to determine 
which interaction terms to use in the estimation, namely those terms which balance the covariates. It also 
makes no use of the outcome variable, and embodies one of the specification tests proposed by 
Lalonde (1986) and others in the context of evaluating the impact of training on earnings, namely to test 
for the regression adjusted difference in the earnings prior to treatment. Once the propensity score is 
estimated the treatment effect can be obtained in a number of ways. 
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Appendix C 

Proposition A.4: 
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is a consistent estimator of τ|T=1, where Yi  is the observed value of outcome for unit i, Ti  is an 

index variable (=1 if treated and =0 if control), 0<p(X i)<1, and NT and NC are the total number 

of treated and control observations respectively. 

Proof: In the population consider θ, where: 
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Thus, τ θT iT= = =1 1Pr( ) , and the sample analogue of τ is:  
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